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We evaluated the performance of the Quasi-Analytical Algorithm (QAA, v5 with modifications) for deriving the
spectral total absorption, a(\), and backscattering, b,(\), coefficients of seawater and partitioning of a(\) into
phytoplankton and non-phytoplankton components from input spectrum of remote-sensing reflectance,
Rs(\), with field data collected in the Arctic and lower-latitude open waters from the Atlantic and Pacific Oceans.
The systematic error based on median ratio between QAA-derived and measured a(\) varied from about 1% to
4+ 10% depending on light wavelength and the oceanic region. The QAA typically overestimated b,(\) from 3%
to 14% compared with field measurements. These results were obtained with a correction for Raman-
scattering contribution to R,s and separate parameterization of molecular and particulate backscattering in the
Rys vs. bp/a relationship. Without these features the earlier versions of the QAA can overestimate b,(\) by as
much as 35% in clear waters. The use of pure seawater backscattering coefficients accounting for water temper-
ature and salinity improved the accuracy of QAA-derived a(N) in Arctic waters. The absorption-partitioning
component of the QAA significantly underestimated phytoplankton absorption and overestimated non-
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phytoplankton absorption in both Arctic and lower-latitude waters.
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1. Introduction

Remote sensing of ocean color is a potentially powerful tool for
monitoring critical components of the marine ecosystem, such as the
concentrations of colored dissolved organic matter (CDOM) and phyto-
plankton. However, one of the important prerequisites for utilization of
this capability is the availability of appropriate inverse algorithms for es-
timating the inherent optical properties (IOPs) of seawater and associ-
ated seawater constituents from the spectral remote-sensing reflectance
of the ocean, Rs(\), where \ represents light wavelength in vacuum.
A number of inverse models have been developed and are currently
used, including the model of Loisel and Stramski (2000), the Garver-
Siegel-Maritorena model (GSM; Maritorena, Siegel, & Peterson, 2002),
the Quasi-Analytical Algorithm (QAA; Lee, Carder, & Arnone, 2002),
and the model by Smyth, Moore, Hirata, and Aiken (2006). The goal of
such models is to determine the IOPs of seawater, including the spectral
coefficients for absorption, a(\), and backscattering, b,(\), from the
measured Rs(N\).

Although frequently hampered by the availability of adequate
datasets, there are ongoing efforts to evaluate the accuracy of such
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models. One such study conducted by the International Ocean-Colour
Coordinating Group (IOCCG, 2006) inter-compared the performance
of various inverse models using both in situ and simulated optical
datasets. Unfortunately, the in situ dataset used in this study lacked
measurements of the backscattering coefficient, which is a key compo-
nent of all inversion models. Shanmugam, Ahn, Ryu, and Sundarabalan
(2010) included field data of both a(\) and by(\) in a study evaluating
the performance of three inverse models, but the backscattering mea-
surements used were historical and not coincident with absorption
measurements in respect to both location and time of data collection.
Further efforts to thoroughly evaluate the performance of inverse reflec-
tance models with high-quality in situ data obtained from concurrent
measurements of R5(N\), a(\), and by(\), are therefore needed.

An additional motivation that emphasizes the need for a more
comprehensive model evaluation is that current inverse reflectance al-
gorithms have been typically developed from observations in lower-
latitude oceanic waters, but there is a growing demand for applying
such models to high-latitude waters such as the Arctic because of ongo-
ing and anticipated changes in the Arctic ecosystem and biogeochemical
cycles (e.g., Arrigo et al., 2012; Frey & McClelland, 2009; Li, McLaughlin,
Lovejoy, & Carmack, 2009). However, the Arctic waters within the shelf
regions are often optically complex with significant inputs of terrige-
nous CDOM and suspended particles from surrounding rivers (Holmes
et al,, 2002; Stedmon, Amon, Rinehart, & Walker, 2011), or particulate
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matter originating from shelf resuspension or sediment-laden sea ice
(Darby, Myers, Jakobsson, & Rigor, 2011; Niirnberg et al., 1994). As a
result, the optical properties of Arctic waters are often quite different
from those at lower latitudes (e.g., Matsuoka, Hill, Huot, Babin, &
Bricaud, 2011; Matsuoka, Huot, Shimada, & Saitoh, 2007; Mitchell &
Holm-Hansen, 1991; Stramska, Stramski, Hapter, Kaczmarek, & Ston,
2003; Wang & Cota, 2003).

The optical complexity of Arctic waters imposes significant chal-
lenges for the development of adequate inverse reflectance
algorithms. Wang and Cota (2003) showed that the GSM-derived par-
ticulate backscattering coefficient, by, at a light wavelength of 443 nm
is overestimated by 23% compared with measured data collected in
the Chukchi and western Beaufort Seas, while errors in the GSM-
derived absorption coefficient of non-phytoplankton materials, agg,
representing the combined contributions of non-algal particles and
CDOM to absorption, were even larger. Matsuoka et al. (2007) found
that the QAA-derived a(\) correlated well with measured values in
the same region, and speculated that model-derived by,(\) was also
likely reasonable in this region. However, field datasets employed in
these studies are either small in size or lacking concurrent measure-
ments of other parameters required for a comprehensive analysis. Con-
sequently, conclusions based on the analysis of such limited datasets
provide only limited information about the performance of inverse re-
flectance models and little guidance as regards the actual applicability
of these models in Arctic waters.

Recently, a large set of field data with concurrent measurements of
I0Ps and radiometric quantities that enable determinations of apparent
optical properties (AOPs) including the reflectance of the ocean were
collected in Arctic waters during three oceanographic cruises; the
2009 MALINA (MAckenzie Light aNd cArbon) expedition in the south-
eastern Beaufort Sea (e.g., Matsuoka et al., 2012), and the 2010 and
2011 NASA ICESCAPE (Impacts of Climate on the Eco-Systems and
Chemistry of the Arctic Pacific Environment) campaigns in the Chukchi
and southwestern Beaufort Seas (Arrigo et al., 2012). The collected data
form the largest and most comprehensive bio-optical datasets from the
Arctic region to date. In this study, we utilize this dataset to evaluate the
performance of both older and recent formulations of the Quasi-
Analytical Algorithm (QAA) for this region of the Arctic. For comparison,
we also include in our evaluation field data collected during two lower-
latitude cruises conducted in the open Pacific and Atlantic Oceans,
which provide measurements of the same set of optical variables with
similar protocols.

We chose to evaluate the QAA because it is one of the most widely
used inverse algorithms for ocean color applications, and is included in
the standard codes for processing satellite ocean color data as part of
NASA's SeaDAS (SeaWIiFS Data Analysis System; Baith, Lindsay, Fu, &
McClain, 2001) software. This model derives a(\) and by(N\) from
ocean reflectance measurements, and also includes a capability for
partitioning a(\) into phytoplankton, ays(\), and non-phytoplankton,
agg(N), components. Our analysis focuses on the most recently-
published version of QAA (Lee et al., 2013), which is based on the so-
called version 5 of the model (v5; Lee, Lubac, Werdell, & Arnone,
2009) but utilizes a modification to the assumed relationship between
R.s(\) and IOPs and also incorporates a correction to account for the
contribution of Raman scattering to R.s(\) (described in Section 3).
We also provide a comparison with the unmodified QAA(v5), which
has been utilized in many studies over the past several years. In the eval-
uation analysis, we quantified errors in the QAA-derived a(\) and b,(\)
and identified and quantified major error sources for the model outputs
through sensitivity analysis. We also evaluated the performance of the
second part of the QAA that partitions a(\) into ay,(\) and aqg(N\) com-
ponents and compared these results with the performance of a recently
developed partitioning model (Zheng & Stramski, 2013). Our findings
have important implications for an understanding of the performance
of the QAA and potential refinements of this and other inverse models
for applications within the world oceans including Arctic waters.

2. Field data of inherent and apparent optical properties

In the present study we used field observations of IOPs and AOPs of
the ocean collected in both Arctic and lower-latitude waters. The Arctic
data were collected mostly within the shelf areas with a smaller number
of data collected in open waters of the Canada basin. The data from
lower latitudes were collected mostly in oligotrophic and mesotrophic
waters of the eastern South Pacific and eastern Atlantic Oceans. The
lower-latitude data also contain measurements obtained at a few sta-
tions in eutrophic waters within the coastal upwelling zone off Chile.

The Arctic data were collected during three oceanographic cruises
(Fig. 1). In July and August of 2009 the MALINA expedition was conduct-
ed onboard the CCGS Amundsen in the southeastern Beaufort Sea. In
June and July of both 2010 and 2011 the cruises onboard the USCGS
Healy took place in the Chukchi and southwestern Beaufort Seas as
part of the NASA program ICESCAPE. For the MALINA cruise, we exclud-
ed from our analyses the data collected at 11 stations in highly turbid
waters in the vicinity of the Mackenzie River mouth. The final Arctic
dataset consists of 77 stations, which includes 26 stations from
MALINA and 51 stations from ICESCAPE. The majority of stations (74
out of 77) provide concurrent determinations of both IOPs and AOPs, in-
cluding hyperspectral measurements of the absorption coefficients of
particulate and colored dissolved organic matter, multispectral mea-
surements of the backscattering coefficient, and multispectral data of
the remote-sensing reflectance. This MALINA/ICESCAPE dataset repre-
sents the largest set of optical measurements conducted so far in the
Arctic Ocean in terms of the number of stations that have concurrent de-
terminations of these optical properties with consistent methodology.
This feature of the dataset is particularly important for pursuing our
goal of thoroughly evaluating the performance of the QAA.

The lower-latitude data were collected during two cruises; one in
open waters of the eastern South Pacific and the other in the eastern
Atlantic Ocean. The BIOSOPE expedition in the Pacific was conducted
onboard the French R/V I’Atalante from October through December,
2004. Details about oceanographic work conducted on this cruise
which are most relevant to this study can be found elsewhere
(Bricaud, Babin, Claustre, Ras, & Tiéche, 2010; Stramski et al., 2008).
The ANT-XXIII/1 expedition in the Atlantic was conducted onboard
the German R/V Polarstern in October and November, 2005 (see
Stramski et al.,, 2008 for relevant details). In total 54 lower-latitude sta-
tions were selected for the present study including 30 BIOSOPE stations
and 24 ANT-XXIII/1 stations. Concurrent determinations of remote-
sensing reflectance, absorption coefficients, and backscattering coeffi-
cient are available at 39 of these stations. These data were obtained
with similar measurement protocols as the Arctic data.

2.1. Absorption coefficients of seawater constituents

The evaluation of the QAA requires measurements of spectral ab-
sorption and backscattering coefficients of surface seawater. Determi-
nations of the spectral absorption coefficients of seawater and its
constituents essentially involve direct measurements of three quanti-
ties, namely the particulate absorption coefficient, a,(N), the non-algal
particulate (also referred to as detritus) absorption coefficient, az(\),
and the absorption coefficient of CDOM (also known as gelbstoff or yel-
low substance), ag(\). All of the coefficients in this dataset were mea-
sured within a broad spectral range extending from 200-300 nm to
735-850 nm with a spectral resolution of 1 nm.

Based on these directly measured quantities, the spectral total ab-
sorption coefficient of seawater, a(\), was calculated as the sum of
ap(N), ag(N), and the absorption coefficient of pure seawater, a,,(\),
which is assumed to be known and constant. In our study the values
of a,,(\) were taken from the study of Pope and Fry (1997). The phyto-
plankton absorption coefficient, aps(\), was calculated by subtracting
ag(N) from ap(N). The aqg(N) coefficient was calculated as the sum of
ag(N\) and ag(N).
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Fig. 1. (A) A global map depicting sampling stations for the MALINA and ICESCAPE cruises (box labeled Arctic) conducted in the Arctic, and the BIOSOPE and ANT-XXIII/1 cruises conducted
at lower latitudes. (B) Arctic box of panel A enlarged and presented in polar projection. The gray contour lines indicate the 200-m isobath.

On all cruises, spectra of a,(\) were measured spectrophotometri-
cally on discrete water samples collected with a CTD-Rosette using the
quantitative filter-pad technique (e.g., Mitchell, Kahru, Wieland, &
Stramska, 2002) but with some methodological differences between
the Arctic and lower-latitude cruises. For the MALINA and ICESCAPE
cruises, ap(N\) was obtained by measuring the spectral absorbance
[i.e., optical density, OD(N\)] of sample GF/F filters positioned inside an
integrating sphere of the spectrophotometer (Perkin-Elmer Lambda
18 equipped with a 15-cm integrating sphere). The inside-sphere con-
figuration is an advancement towards a goal of determining the absorp-
tion coefficient of particles with the highest possible accuracy (Babin &
Stramski, 2002; Rottgers & Gehnke, 2012). For the lower-latitude
cruises, a,(\) was measured with other variants of the filter-pad
technique. Specifically, the transmittance (T) filter-pad technique
(e.g., Mitchell, 1990; Mitchell et al., 2002) was used on the BIOSOPE
cruise and the transmittance-reflectance (T-R) filter-pad technique
(Tassan & Ferrari, 1995, 2002) was used on the ANT-XXIII/1 cruise. De-
tails about methods of a,(\) measurement for these two cruises can be
found in the studies of Bricaud et al. (2010) and Torrecilla, Stramski,
Reynolds, Millan-Ntfiez, and Piera (2011).

To correct the measured spectral optical density, OD(N), of parti-
cles retained on the filters for pathlength amplification effect, the
same formula was used for all three Arctic cruises. The formula is
OD()\)suspension = 0.3233 OD()\)%1?(§1'77v where OD()\)suspension is the
optical density that would be measured if particles were in a hypothet-
ical suspension without being subject to multiple-scattering effects, and

OD(N)siter Stands for the measured optical density of particles retained
on the filter. This formula was determined from experiments with di-
verse particle samples in our laboratory, which included phytoplankton
cultures, phytoplankton-dominated natural waters, and mineral-
dominated waters (data unpublished). The complete formula for
converting the measured OD(N)gieer into ap(N) is: ap(N\) = In(10)
0.3233 OD(N)2877 / (V/A), where V is the filtration volume in m® and
A is the clearance area of filtration in m?. Other formulas correcting for
the pathlength amplification effect were used for the BIOSOPE (Allali,
Bricaud, & Claustre, 1997; Bricaud & Stramski, 1990) and ANT-XXIII/1
(Stramska, Stramski, Kaczmarek, Allison, & Schwarz, 2006) data from
lower latitudes, in which different spectrophotometric configurations
were used.

Spectra of ag(\) were measured on the same sample filters as a,(N)
after subjecting the filters to cold methanol extraction (Kishino,
Takahashi, Okami, & Ichimura, 1985), except for samples from ANT-
XXIII/1 which were bleached with sodium hypochlorite (Ferrari &
Tassan, 1999). After measuring the OD(N) values for the non-algal par-
ticulate component, spectral smoothing, and conversion to absorption
coefficient ag(N), the spectra of a,(N\) and aq(N\) were further processed
by making a near-infrared baseline adjustment. For the Arctic data ob-
tained with inside-sphere measurements, the spectrum of az(\) was
shifted with an offset to ensure that the average value of measured
a4(\) within the spectral range of 800-820 nm was equal to the average
value of corresponding a,(N\) in this spectral range. The spectrum
of ap(N\) remained unchanged. For BIOSOPE data obtained with a T-
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technique, the so-called “null-point” correction was applied to both
ap(N) and a4(N) spectra so that the magnitudes of both spectra in the
near-infrared are zero (e.g., Mitchell et al., 2002). For ANT-XXIII/1 data
obtained with a T-R technique, the spectrum of az(\) was processed
in a similar way to the Arctic data, with the exception that the spectral
range of 840-850 nm was used as the basis for adjusting the values of
aq(N) so that they equaled a,(N) at these near-infrared wavelengths.

Spectra of ag(\) were measured with an UltraPath instrument
(World Precision Instruments, Inc.; Bricaud et al., 2010; Matsuoka
et al.,, 2012), except for samples from ANT-XXIII/1 which were mea-
sured with a PSICAM instrument (Rottgers & Doerffer, 2007; Rottgers
et al., 2005). Both UltraPath and PSICAM instruments provide determi-
nations of ag(\) with sufficient signal-to-noise ratio for the short-
wavelength portion of spectrum (less than 550 nm), which eliminates
a need for fitting of the spectrum. At longer wavelengths, however,
there are often artifacts in measured ag(\) which are likely caused by
variations in the baseline absorption of pure water. To avoid these ex-
perimental imperfections, we fitted the measured spectral values from
400 nm to ~550 nm with an exponential function of wavelength with
the sole purpose of adopting the values from the fitted function only
for wavelengths longer than ~550 nm. The final spectra of ag(\) were
obtained by merging the original measured spectral values at wave-
lengths shorter than ~550 nm with the extrapolated values from the
fit at longer wavelengths. The exact wavelength where the measured
portion of the spectrum was connected with the fitted function varied
among the samples, depending on the magnitude of the fitted function
relative to the measurement in the vicinity of 550 nm.

2.2. Backscattering coefficient of seawater

The spectral backscattering coefficient of seawater, b,(\), was mea-
sured with in situ instruments deployed in a vertical profiling mode. On
the BIOSOPE, ANT-XXIII/1, and MALINA cruises, these determinations
were made from measurements with a HydroScat-6 and two a-feta
sensors (HOBI Labs, Inc.). These sensors provide a measurement of the
spectral volume scattering function at a scattering angle centered at
140°, 3(140°, \) (Maffione & Dana, 1997). The HydroScat-6 provided
measurements at six wavelengths (nominal wavelengths of 442, 470,
550, 589, 620, and 671 nm) and the a-Beta sensors at one wavelength
each (420 and 510 nm). The 620-nm band failed to operate correctly
on the BIOSOPE cruise, and the 420-nm band failed on the MALINA
cruise. On the two ICESCAPE cruises, the determinations of b,(\) were
made from measurements with two HydroScat-6 instruments. One in-
strument included the wavelengths centered at 420, 470, 532, 550,
640, and 730 nm, and the other included 394, 442, 510, 550, 589, and
852 nm. The 550-nm band is common for both instruments, and the
442-nm band failed to work properly on the ICESCAPE cruise in 2010.

Calculations of the spectral backscattering coefficient from measured
raw data for all five cruises were made with the procedure similar to that
described by Stramski et al. (2008). Specifically, the b,(\) coefficient was
calculated from the measured spectral volume scattering function at
140°, B(140°, \), using the relation: bp(N) = byp(N) + bpw(N) = 21y
[O(N) B(140°% N) — Bw(140° N)] + bpw(N), where the non-dimensional
parameter ¥ is chosen to be 1.13 for each wavelength, o(\) is a correc-
tion factor for attenuation of light, by,,(\) is the pure seawater backscat-
tering coefficient, and 3,,(140°, \) is the spectral volume scattering
function of pure seawater at 140°.

The required input values of (3,,(140°, N\) and bp,(\) for calculating
total by(N\) were estimated from theoretical formulas that take into
account the effects of temperature and salinity on scattering by pure
seawater. One set of by,,(\) values was determined from the formulas
of Buiteveld, Hakvoort, and Donze (1994) for the actual water temper-
ature T and salinity S using the multiplicative adjustment factor for sa-
linity of (1 4+ 0.35/37) (Morel, 1974; Twardowski, Claustre, Freeman,
Stramski, & Huot, 2007). These calculations were made using T and S
from CTD measurements. In these calculations for the Arctic data the

depolarization ratio & for water molecules was assumed to be 0.039
(Farinato & Rowell, 1976; Jonasz & Fournier, 2007). The lower-latitude
data were processed several years ago with 6 = 0.051 (Stramski et al.,
2008), which is consistent with the original formulas for by,,(\) given
by Buiteveld et al. (1994). The by, (N\) values estimated using 6 =
0.051 are ~2% higher than those using 6 = 0.039 at T = 21 °C, which
was the average temperature for the lower-latitude samples. The sec-
ond set of estimates of by, (\) was determined on the basis of the
study by Morel (1974). These values were computed for a water tem-
perature of 20 °C, a salinity of 35-39%., and a depolarization ratio
& = 0.09. The factor o(\) was calculated from the sum of three compo-
nents, ap(\) + ag(N\) + 0.4by(N\), where b,(N) is the spectral particulate
scattering coefficient. For BIOSOPE and MALINA, the coefficients of
ap(N), ag(N), and b,(N\) were obtained from measurements with ac-9
instruments (Wetlabs Inc.). For ANT-XXIII/1 and ICESCAPE, o(\) was
calculated from the beam attenuation coefficient of particles and
CDOM at 660 nm, ¢pe(660), using a functional relationship parameter-
ized from discrete measurements of a,(\), dg(\), and cpg(N).

After calculation of o-corrected by (N, z), the profile data were split
into down- and upcasts, inspected for quality, smoothed, and averaged
into depth bins (0.5 or 1 m). Because the variation in IOPs or significant
fluctuations in the measured signal were often observed at very shallow
depths, the data collected at the shallowest depths near the surface
were not used in subsequent analysis. Surface values of b,(N\) were de-
termined for each cruise by averaging the data over the depth range of
4-6 m for BIOSOPE and 6-8 m for ANT-XXIII/1. For the Arctic cruises,
the depth interval for data averaging was typically 2-3 m in thickness
and the depth range varied between 1.5 and 5.5 m depending on
where the CTD-Rosette bottles were triggered within the near-surface
layer. Such a choice ensured that the depths involved in the determina-
tion of surface estimates of b,(\) were consistent with the near-surface
depth of discrete water samples at which the absorption coefficients
were measured. Such consistency is particularly important for some sta-
tions visited during the Arctic cruises where a strong near-surface gradi-
ent in vertical profiles of IOPs was observed.

To obtain by(N\) at arbitrary wavelengths within the visible spectral
region, a power function was fitted to the final spectral data of b,(\)
measured at discrete wavelengths. Similarly, estimates of the spectral
slope of by,(\) were calculated by fitting a power function to the dis-
crete spectral measurements of by,(N\). These regression analyses were
performed on log;o-transformed data, with data at certain wavelengths
excluded from the analyses. Specifically, the 620-nm band on the
BIOSOPE, the 420-nm band on the MALINA, and the 442-nm band on
the ICESCAPE-2010 cruises were excluded because the instruments
failed to work properly at these bands. The 671-nm band was excluded
from BIOSOPE, ANT-XXII/1, and MALINA data to avoid potential con-
tamination of the backscattering signal by phytoplankton fluorescence.
The data measured simultaneously by two 550-nm sensors on the
ICESCAPE cruises were averaged before being used for fitting.

2.3. Radiometric quantities and remote-sensing reflectance

The default input of the QAA model is the spectral remote-sensing
reflectance just above the sea surface, R;s(\), which is defined as the
ratio of water-leaving radiance from the nadir direction, L,(\, z =
0") =L, (N), to the downwelling plane irradiance just above the sea sur-
face, E4(\, z = 0™) = Es(\). On the BIOSOPE cruise, R,5(\) was deter-
mined from direct shipboard above-water measurements of Es(\), and
underwater measurements of upwelling radiance at a depth of 0.2 m,
L,(N\, z = 0.2 m), made with a hyperspectral radiometer (HyperPro,
Satlantic, Inc.). Measurements were made over the spectral region
380-800 nm at 3.3 nm intervals. Measurements of L,(N\, z = 0.2 m)
were propagated to just below the sea surface to obtain L,(\,z=07),
using an iterative approach that estimates the spectral diffuse attenua-
tion coefficient for L,(\) from spectral ratios of measured radiance.
Computed values of L,(\, z= 07) were then propagated through the
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sea surface to obtain the water-leaving radiance, L,,(\), using the rela-
tion L, (N)/Ly(N\, z = 07) = 0.54, which takes into account the effects
of Fresnel reflectance and refractive effects on solid angle across the
water-air interface.

On the ANT-XXIII/1, MALINA, and ICESCAPE cruises, R,s(\) was de-
termined from measurements of underwater vertical profiles of upwell-
ing radiance, L,(\, z), and downwelling irradiance, E4(N, z), with freefall
spectroradiometers. On the ANT-XXIII/1 cruise, a SeaWiFS Profiling
Multichannel Radiometer (Satlantic, Inc.) was used, which provided
13 spectral bands including 412, 442, 490, 510, 555, and 666 nm
which are used in this study. On the MALINA cruise, a Compact-
Optical Profiling System (Biospherical Instruments, Inc.) provided mea-
surements at 18 spectral bands including 412, 443, 490, 510 555, and
670 nm. On the ICESCAPE cruises, a Profiling Reflectance Radiometer
(Biospherical) was used to measure the vertical radiometric profiles at
18 spectral bands including 412, 443, 490, 510 555, and 665 nm.

The radiometric measurements and data processing were consistent
with methods described in NASA protocols (Mueller et al., 2003). Profiles
were visually inspected for quality, and the data were binned into depth
intervals ranging from 0.1 to 1 m depending on the cruise. A depth range
within the upper mixed layer (typically 5-20 m for the ANT-XXIII/1
cruise and 1-7 m for the ICESCAPE cruises) was then selected as a
basis for extrapolation of L,(\, z) and E4(\, z) to immediately beneath
the sea surface using the vertical attenuation coefficients for upwelling
radiance, K;,(N\), and downwelling irradiance, K;(\). The estimates of
L,(N\,z=07) and E4(\,z = 07) just beneath the surface were propagat-
ed through the surface to yield the above-water estimates of L,,(\) and
Es(N\). The effective coefficients for propagating Eq(N\, z = 07) and L,(\,
z = 07) through the water-air interface for the ANT-XXIII/1 and
ICESCAPE cruises were: Es(N)/E4(\,z = 07) = 1/0.957 and L,,(N\)/L,(\,
z = 07) = 0.5425. For the MALINA cruise, these coefficients were:
Es(N)/E4(N\,z=07) = 1/0.97 and L,,(\)/Ly(\,z = 0~ ) = 0.54. The latter
is the same as that used for BIOSOPE data processing.

In the final step of computations, the spectral remote-sensing reflec-
tance just above the sea surface was obtained as Rs(\) = L,,(N)/Es(N).
With the assumptions for the transmittance coefficients of irradiance
and radiance across the sea surface, the relationship between Rs(\)
and its counterpart reflectance just below the surface, r,s(N\) = Ly(N,
z=07)/E4(\,z=107),is: Rs(\) = 0.519 r5(\) for the ANT-XXIII/1
and ICESCAPE cruises, and Rs(\) = 0.524 r,s(\) for the MALINA cruise.
The different factors in these relationships represent choices made by
individual investigators who collected and processed the radiometric
data. The difference in the final estimates of R.s(\) resulting from the
use of values of 0.519 and 0.524 is ~0.9%.

3. Description of the Quasi-Analytical Algorithm

The Quasi-Analytical Algorithm (QAA), originally developed by Lee
et al. (2002), is a semi-analytical model that derives IOPs, in particular
the spectral absorption, a(\), and backscattering, b,(\), coefficients of
seawater, from spectral remote-sensing reflectance R,s(\). The model
has been refined several times in the past (Lee et al., 2007, 2009,
2010, 2013). The present study focuses on the most widely utilized
version, v5, of the model (Lee et al., 2009) but with two important mod-
ifications recently introduced. The first modification is addition of a cor-
rection formula to remove the contribution of Raman scattering to
measured R,s(\) (Lee et al., 2013). The second modification replaces
the Rs(\)-IOP formulation proposed by Gordon (1986) and Gordon
et al. (1988) with one parameterizing the molecular and particulate
backscattering coefficients separately (Lee et al., 2010). In addition to
these two major modifications, the present version also employs a for-
mulation which utilizes the above-water spectrum of R,s(\) directly
and omits the conversion to its subsurface counterpart r5(\) (Lee
et al., 2013). Finally, we made another modification to the choice of
pure seawater backscattering values of by, (N\) by using the estimates
based on the equations of Buiteveld et al. (1994) instead of those from

Morel (1974). This modification ensures the consistency between the
model-derived values and our field data. Hereafter, we simply refer to
this modified version as QAA. A sensitivity analysis examining the
influence of these modifications is described in Section 4.2, and in that
section to avoid ambiguity we refer to the model explicitly as
QAA(v5mRB) where “m” refers to the R.s(\)-IOP modification, “R” to
the addition of the Raman scattering correction, and “B” to the use of
byw(N\) calculated according to Buiteveld et al. (1994) with temperature
and salinity adjustments.

A simplified flowchart of the QAA is shown in Fig. 2. It first utilizes
the input of measured R,s(\) to obtain Raman-corrected R;s(\) (Lee
et al., 2013). Following this correction, the model consists of two main
parts: Part I derives the coefficients of total absorption a(\) and total
backscattering b,(\) from R.5(N\), and Part II partitions a(\) into phyto-
plankton, ayx(N\), and non-phytoplankton, ags(\), components. The
main purpose of this flowchart is to illustrate the general structure of
the QAA and aid in identifying the error sources for output variables.
We emphasize that this flowchart is simplified and some calculations
in the model are not explicitly illustrated.

We categorized the major variables involved in the QAA into
primary-derived variables (PDVs) and secondary-derived variables
(SDVs) on the basis of the general scheme of error propagation within
the model. The PDVs were defined as variables that are derived directly
from R5(\), while the SDVs are calculated from the PDVs (Fig. 2). As a
result, the errors in SDVs are subject to errors in all contributing PDVs
located upstream along a sequence of error propagation steps. Consid-
ering separately the PDVs and SDVs enabled analysis of different error
sources for output variables and identification of model components
that may require refinements to improve the performance of the QAA.
A description of the sequence of computational steps involved in the
two parts of the QAA is presented in Appendix A. These steps are num-
bered in Fig. 2 to facilitate the analysis of error propagation.

4. Evaluation of the QAA performance
4.1. Comparison of the QAA-derived and measured a(\) and by(\)

In Part I of the QAA the a(\) and b,(\) coefficients are derived from
Ris(\). For our evaluations, the input to QAA consisted of R.s(N\)
determined from in situ radiometric measurements at each station
(Section 2.3). In addition, to ensure consistency between model-
derived and measured field parameters, the same values of by, (\)
used for processing field measurements (Section 2.2) were also utilized
in the QAA. Unless otherwise noted, the results presented in this study
are obtained by feeding the QAA with input of “Buiteveld” by, (\)
values.

We subsequently made a comparative analysis of the QAA-derived
and measured values of a(\) and by(\) for both the Arctic and lower-
latitude datasets, and illustrate results from this analysis for six example
wavelengths that are common on past and current satellite ocean color
sensors; namely 412, 443,490, 510, 555, and 670 nm. Assuming that the
differences between the model-derived and measured absorption
coefficients can be considered to represent errors of the model, we cal-
culated several error parameters for evaluating model performance.
Specifically, the median of the ratio of model-derived to measured
values, MR, was calculated to provide a measure of overall bias in the
modeled data relative to measurements. The mean bias, MB, calculated
as the average difference between model-derived and measured values
provides a dimensional measure of overall bias. Note that whereas the
MR is based on median statistics and thus insensitive to the presence
of extreme values of error, this is not the case for the MB based on the
mean statistics. The overall degree of agreement between the model
and measurements is provided by the median value of the absolute per-
cent difference, MPD, between the model-derived and measured data
and also by the root mean square deviation (RMSD) between these
data. The slope of a Model II linear regression (major axis) between
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Fig. 2. Simplified flowchart illustrating the modified version 5 of the Quasi-Analytical Algorithm (QAA) used in the present evaluation. Compared with the original version 5 of the model,
the present version includes two modifications: 1) correction for Raman scattering effect on spectral remote-sensing reflectance Ris(\); and 2) replacement of the Gordon (1986)-type
R.s(N\)-10P relationship with Eq. (A1) (see Appendix A). In addition, the conversion from R,5(\) to its underwater counterpart, r,s(\), is omitted in this modified version to be consistent
with a more recent publication by Lee et al. (2013). Primary-derived variables calculated directly from R,s(\) are shown in black-edge boxes. Secondary-derived variables computed from
primary variables are shown in gray-edge boxes. Numbers 1 through 7 indicate the sequence of computing steps.

model-derived and measured values indicates the degree to which
QAA-derived values agree with measurements over the entire dynamic
range. Table 1 summarizes these error statistics for both a(\) and b,(\)
at three example wavelengths.

Fig. 3 and Table 1 indicate that for the Arctic cruises, the QAA-
derived a(\) agrees well with measurements at the blue and green
wavelengths (e.g., 443 and 555 nm), and is poorly correlated with mea-
surements at the red wavelength (670 nm). The best agreement be-
tween the QAA-derived and measured values is at the reference
wavelength of 555 nm. The systematic component of the error (or
bias) expressed in percent, which was calculated from the MR of the

QAA-derived to measured a(555) as (MR — 1) x 100, is — 2.8%. The ran-
dom component of the error represented by the MPD is about 4.3%
(Fig. 3E and Table 1). The systematic errors shift towards a more posi-
tive bias with a decrease in wavelength from the reference wavelength
to shorter wavelengths. For example, the systematic error is + 4.7% for
a(443) (Table 1). The random errors also tend to increase towards
shorter wavelengths, for example the MPD increases to 10.4% for
a(443).

At the red wavelength, the QAA-derived and measured a(670) are
not well-correlated with a correlation coefficient, R, of only 0.48
(Fig. 3F). A significant portion (47%) of model estimates of a(670) are

Table 1

Summary of error statistics for QAA-derived total absorption a(\) and total backscattering b,(\) coefficients at three example wavelengths for data collected in Arctic waters (MALINA,
ICESCAPE) and for data collected in lower-latitude waters (BIOSOPE, ANT-XXIII/1). The MR is the median ratio of model-derived to measured values. The MB is the mean bias calculated
as the average difference between model-derived and measured values. Slope is the linear slope obtained from Model Il regression (Pearson's Major Axis) between model-derived and
measured values. The MPD is the median absolute percent difference calculated as the median of the individual absolute percent differences, PD; = 100 |Y; - X / X;, where Y; is the
model-derived and X; is the measured value. The RMSD is the root mean square deviation between these data. N is the number of observations used for calculating the error statistics.

Arctic Lower latitudes
Variable MR MB Slope MPD RMSD MR MB Slope MPD RMSD
(m™") (%) (m™") (m™) (%) (m™)
N=175 N = 38
a(443) 1.047 0.003 1.14 10.44 0.033 0.889 —0.004 0.94 11.53 0.007
a(555) 0.972 —0.003 1.04 434 0.009 0.977 —0.002 0.92 2.47 0.002
a(670) 0.947 —0.023 3.27 12.65 0.080 1.012 0.310 —186.4 27.93 0.546
N=175 N =50
by(443) 1.057 —0.0002 0.69 8.25 0.003 1.137 0.0004 0.91 13.68 0.0005
by(555) 1.025 —0.0003 0.73 8.62 0.002 1.095 0.0001 0.89 9.82 0.0002
by(670) 1.048 —0.0001 0.77 1143 0.002 1.133 0.0001 0.94 13.28 0.0002
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Fig. 3. Comparison between QAA-derived and measured values of total absorption coefficient a(\) for field data collected in Arctic and lower-latitude waters. The dashed lines indicate the
magnitude of the pure seawater absorption coefficient a,,(\) at each wavelength. The 1:1 lines are also shown.

lower than the absorption coefficient of pure water. The degree of un-
derestimation is larger than the potential variations in pure water ab-
sorption caused by typical environmental changes in water
temperature and salinity. Because the ocean reflectance in the red part
of the spectrum is generally small due to relatively high absorption co-
efficient dominated by pure water absorption, even a relatively small
error in the measurement of R.(670) can produce an uncertainty in
the derived a(670) such that a(670) < a,,(670). Assuming that the
error in model-derived a(670) is produced only by measurement of
R5(670) (which generally is not the case as seen in Fig. 2), we estimated
that the maximum tolerable error in R(670) ensuring that
a(670) > a,,(670) ranges typically from ~ 1% in clear waters to a few per-
cent in coastal waters. This tolerable error depends on the ratio of non-
water to pure water absorption coefficient at this wavelength.

For data obtained at lower latitudes during the BIOSOPE and ANT-
XXIII/1 cruises, the QAA-derived a(\) is slightly underestimated at the
wavelengths of 412, 443, 490, and 510 nm, agrees well with measure-
ments at 555 nm, and does not correlate with measurements at
670 nm (Fig. 3, Table 1). Little bias was found for the QAA-derived
a(\) at 555 nm as the systematic error calculated from the MR is only
—2.5% (Fig. 3, Table 2). This error increases to around — 10% at the
wavelengths between 412 and 510 nm. At the red wavelength, the
QAA-derived a(670) again exhibits relatively large random errors with
the MPD increasing to ~28%. There is essentially no correlation (R =
—0.22) between the QAA-derived and measured absorption coeffi-
cients at this wavelength (Fig. 3F). About 44% of the QAA-derived values
of a(670) are lower than the pure water absorption, which is almost the
same percentage as observed for the Arctic dataset. These results
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Table 2

Comparison of performance between the original and four modified versions of QAA(v5).
The “v5mRB” represents a modified version with three alternations made to the original
model, i.e., “m”, “R”, and “B”, where “m” stands for the replacement of the Gordon
(1986) -type Rys(\)-IOP relationship with a new one expressed by Eq. (A1) in Appendix
A, “R” for the addition of a Raman-correction formula proposed by Lee et al. (2013), and
“B” for the use of by,,(N\) values calculated according to Buiteveld et al. (1994) and with
temperature and salinity adjustments. Similar nomenclature applies to other listed ver-
sions “v5mR”, “v5R”, and “v5m”. Note that during the calculations in these three versions
the bp,,(N\) values from Morel (1974) were used.

Variables Arctic Lower latitudes
QAA versions (MR-1) x 100 MPD (MR-1) x 100 MPD
(%) (%) (%) (%)
a(555)
v5mRB —2.8 43 —23 25
v5mR —28 42 —23 25
V5R —2.7 4.2 —22 24
v5m —24 3.8 —2.0 2.2
v5 —23 3.7 —1.9 2.0
a(443)
v5mRB +4.7 104 —11.1 115
v5mR +10.9 15.1 —6.9 8.4
V5R +7.6 125 —59 7.7
v5m +11.8 15.8 —43 74
v5 +8.9 13.2 —2.6 74
by(555)
v5mRB +2.5 8.6 +9.5 9.8
v5mR +1.7 76 +84 8.7
V5R +03 9.1 +16.7 16.7
v5m +6.4 11.8 +209 209
v5 +4.5 10.9 +26.9 27.0
bp(443)
v5mRB +5.7 8.3 +13.7 13.7
v5mR +9.5 10.7 +17.6 17.6
V5R +83 122 +223 223
v5m +134 14.7 +26.5 26.5
v5 +11.8 13.8 +30.7 30.7

suggest that the QAA-derived a(670) can be very sensitive to errors in
measured reflectance R,5(670).

We conducted a similar comparative analysis with the QAA-derived
and measured values of b,(\) for the field datasets collected in the Arc-
tic and lower-latitude waters. The QAA-derived b,(\) exhibits good to
moderate agreement with measurements at all six examined wave-
lengths in the spectral region from 412 to 670 nm, as indicated by
MR-based systematic error ranging from a few percent to less than
20% (Fig. 4 and Table 1). Specifically, for the Arctic cruises, a positive
bias of 2.5-8.8% is found for the QAA-derived by(\). For data collected
from lower latitudes the bias of QAA-derived by(\) is somewhat higher
ranging from + 9.5% to + 16.4% within the same spectral range. The sys-
tematic errors of QAA-derived by(\) is the smallest at the reference
wavelength of 555 nm, and increases towards shorter and longer wave-
lengths. The spectral trend of the MPD-based random error is similar to
that of the systematic error for the lower-latitude data. For the Arctic
data the random error has weak spectral dependence with a small in-
creasing trend from short to long wavelengths.

The Part I of QAA involves the derivation of m, which is a PDV that de-
scribes the power spectral slope of by, (N). It is of interest to know how
accurate this variable is because it affects the derivation of a(\) and
by(N\) at non-reference wavelengths. The QAA-derived values of 1) ex-
hibit relatively high correlation with values derived from measure-
ments (correlation coefficient R = 0.70) for the Arctic data, but
correlate poorly with measurements (R = 0.02) for the lower latitudes
(Fig. 5). This result is associated with generally lower particulate contri-
bution to total scattering in the lower latitude waters. The effect of 1)
upon the accuracy of QAA-derived a(\) and bp(\) is minor for the spec-
tral range between 490 and 670 nm but tends to increase to >5% at
wavelengths shorter than 443 nm (not shown).

4.2, Sensitivity analysis of recent modifications to the QAA

The results presented in Section 4.1 are applicable to the most up-to-
date description of the QAA, and embed the combined effects of the re-
cent modifications made to the model (see Section 3 and Appendix A).
Several studies, however, have used either the unmodified version 5
of the model or some permutation of version 5 incorporating one or
more of these modifications (Kahru, Lee, Kudela, Manzano-Sarabia, &
Mitchell, 2013; Lee et al., 2010; Mitchell, Cunningham, & McKee,
2014). In addition, in the present study we have replaced the QAA de-
fault constant values of by,,(\) obtained from Morel (1974) with values
calculated on the basis of Buiteveld et al. (1994) for the sake of consis-
tency with our field measurements. It is therefore of interest to examine
the influence of these various modifications on algorithm performance.
We determined that the replacement of subsurface r,s(\) with above-
water R.5(N\) in the parameterization resulted in negligible differences,
and omit further discussion of it here. For the other modifications, we
conducted a sensitivity analysis to examine impacts of these changes
on model performance as compared to field measurements. In this sec-
tion, we refer to the fully modified version of the model as evaluated in
Section 4.1 as the “QAA(v5mRB)”, where “m” indicates utilization of the
modified R.s(\)-IOP formulation, “R” inclusion of the Raman scattering
correction, and “B” the use of Buiteveld values of by,,(\). To test the ef-
fectiveness of each individual modification to the performance of QAA,
we compared key error statistics of selected model outputs calculated
using other variants of the model, namely “v5mR”, “v5R”, “v5m”, and
the original “v5” (Table 2).

Table 2 indicates that the QAA-derived a(555) is insensitive to
changes made in various versions of the model with both error param-
eters associated with MR and MPD varying within 1%. For other output
variables presented in Table 2 the degree of sensitivity in terms of
error statistics varies with geographic regions. For data collected in the
Arctic, the model-derived a(N\) and by(N\) are generally insensitive to
which version of QAA was used. However, there is a noticeable im-
provement in QAA-derived a(443) of ~6% when by, (\) values based
on Buiteveld et al. (1994) were used during model implementation,
compared with results obtained with by,,(\) estimates from Morel
(1974). As seen in Fig. 4, the Morel (1974) estimates of by,,(\) adopted
by the QAA are significantly higher than the average values calculated
from the Buiteveld et al. (1994) formula for the Arctic field data. This
augmentation is on average 20%, 18%, 16%, 15%, 13%, and 9% at the
wavelengths of 412, 443, 490, 510, 555, and 670 nm, respectively.
These differences are contributed predominantly by the use of different
values of 8, and to a lesser extent by the fact that the Arctic surface wa-
ters are characterized by lower salinities (14.6 to 32.9%.) and lower
temperatures (— 1.58 to 8.15 °C) compared with the values used in
the Morel (1974) determinations of bp,,(\).

For lower-latitude data which were mostly collected in clear waters,
the largest difference in model output is observed for the variable b,(\)
derived with different versions of QAA (Table 2). For example, the bias
of QAA-derived b,(555) represented by MR is about -+ 8.4% using
QAA(v5mR) which includes both the Raman-correction formula and
the separate parameterization of molecular and particulate backscatter-
ing in the Rs—IOP relationship. In comparison, the same error parameter
increases to 20.9% when QAA(v5m) is used, i.e., a version without the
Raman-correction, and to 16.7% when QAA(V5R) is used, i.e., a version
without the new R,s—IOP relationship. With the original QAA(v5) which
does not include the Raman-correction formula and the new R,s~IOP re-
lationship, the QAA-derived b,(555) is significantly overestimated by as
much as 26.9%. These results imply that for clear waters it is essential
to correct for the Raman scattering contribution, and to implement the
refined parameterization of the R,~IOP relationship. In this regard
the Raman-correction formula proposed by Lee et al. (2013) and the
R—1OP relationship proposed by Lee et al. (2010), which parameterizes
molecular and particulate backscattering coefficient separately, appear
to improve the accuracy of QAA-derived by(\).
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Fig. 4. Similar to Fig. 3 but for total backscattering coefficient b,(\). Solid horizontal and vertical lines indicate the estimates of the pure seawater backscattering coefficient by, (\) from
Morel (1974). Dashed lines indicate the range of estimates for b,,(\) calculated using the formula from Buiteveld et al. (1994) and adjusted for salinity for both Arctic and lower-latitude

data.

It is well-known that the effects of Raman scattering by water mol-
ecules are important for ocean reflectance at light wavelengths longer
than about 500 nm in clear waters (Gordon, 1999; Morel, Antoine, &
Gentili, 2002; Morel & Gentili, 2004). For example, Morel and Gentili
(2004) showed that photons originating from Raman scattering can en-
hance reflectance by at least 15% in the green and red spectral regions
for waters with chlorophyll-a concentration of 0.03 mg m™>. For a hy-
pothetical ocean containing only pure seawater, the Raman-scattering
contribution to water-leaving radiance is between 20-30% for wave-
lengths longer than 470 nm (Gordon, 1999). Such enhancement of re-
flectance can cause an overestimation of QAA-derived particulate
backscattering coefficient by,(N) by 50-60%, as reported by Lee et al.
(2010) and Westberry, Boss, and Lee (2013) based on data generated

with radiative transfer simulations. These findings are consistent with
our analysis using data from field measurements, which reveals signifi-
cant overestimation of bp(N\) and byp(N\) by QAA(V5) for the 60 clearest
stations (identified as measured by,(555) <2 x 10~>m™"), including 16
in the Arctic and 44 at lower latitudes. For example, by(555) and
bpp(555) are overestimated on average by 29.1% and 53.1%, respective-
ly, for these stations (not shown).

Importantly, this is the first time that such significant overestimation
of backscattering coefficients in clear waters is demonstrated with
evidence based entirely on in situ measurements. Other studies did
not reveal this overestimation because either the data used to evaluate
the QAA were simulated without inclusion of Raman scattering process-
es (e.g., IOCCG, 2006), the experimental design was not sufficient to

Please cite this article as: Zheng, G., et al., Evaluation of the Quasi-Analytical Algorithm for estimating the inherent optical properties of seawater
from ocean color: Comparison of... Remote Sensing of Environment (2014), http://dx.doi.org/10.1016/j.rse.2014.08.020



http://dx.doi.org/10.1016/j.rse.2014.08.020

10 G. Zheng et al. / Remote Sensing of Environment xxx (2014) XXx-Xxx

[\®]
T
D’.
o
o§
X+o
>
&
+
R
1

QAA—derived
I
>
o
x+ [>>< "
>
|

x4 + MALINA
X ICESCAPE
oF A BIOSOPE
O ANT-XXIIV/1
| 1 | 1 | 1

0 1 2 3
Measured n

Fig. 5. Comparison between QAA-derived and measured values of the variable v), defined
as the power spectral slope of the particulate backscattering coefficient by,(N).

identify the problem (e.g., Shanmugam et al., 2010), or investigators
chose to simply tune the QAA to match in situ measurements
(e.g., Kahru et al.,, 2013). Another important result of our analysis is
that no single version of QAA provides the consistently best perfor-
mance for estimation of both absorption and backscattering coefficients
across the range of visible wavelengths and different oceanic regions in-
vestigated in this study.

4.3. Comparison of model-derived and measured aqg(\) and app(\)

The second part of the QAA provides estimates of phytoplankton,
apr(N), and non-phytoplankton, a4e(N\), absorption coefficients from in-
puts of R,5(443), R,s(555), and model-derived a(\). In this section all re-
sults are obtained on the basis of QAA(v5mRB). Figs. 6 and 7 illustrate
the comparisons between the QAA-derived and measured ag,(\) and
apn(N), respectively, for both Arctic and lower-latitude waters. For the
Arctic data, aqg(N) is generally overestimated at short wavelengths
(Fig. 6). For example, the bias calculated from the MR of the QAA-
derived to measured agg(\) is between +7.5% and + 16.7% in the spec-
tral range from 412 to 510 nm. The random error represented by MPD is
between 11.7% and 24.6% at these wavelengths. Small systematic error
is observed for agg at the reference wavelength of 555 nm. In the red
spectral band at 670 nm, ag(N) is significantly underestimated with a
bias of — 56.8%. For lower-latitude datasets, the bias of asg(\) is smaller
compared with the Arctic data, and ranges from —11.1% to + 1.6%, ex-
cept for the red band where this systematic error is about —37.4%.

Compared with age(N), the errors associated with a,,(N\) are much
larger (Fig. 7). For the Arctic data, a,,(N) is significantly underestimated
atall examined wavelengths except for 670 nm. The systematic error for
the QAA-derived app(N) is between —52.5% and —101.1% at wave-
lengths from 412 to 555 nm. A large number of negative values of
app(N), ranging from 30% to 52% of all examined samples depending
on wavelength, was produced by the QAA. This result is consistent
with reports of a significant number of negative values of the QAA-
derived a,s(N\) when applied to satellite ocean color imagery in Arctic
regions (e.g., Hirawake, Shinmyo, Fujiwara, & Saitoh, 2012; Zheng,
Stramski, & Reynolds, 2010), and indicates the presence of this issue
even when no atmospheric correction of Rs(\) is involved. Negative
values of a,,(N\) were also produced by the QAA for the lower-latitude
dataset at wavelengths between 510 and 670 nm.

To identify the main error sources that are responsible for the nega-
tive values of a,,(N\ ), we conducted a sensitivity analysis for errors in the
QAA-derived aqg(N\) and apy(N). For this analysis we used a “one-factor-
at-a-time” approach. Specifically, we ran the QAA model with one
model-derived PDV at a time which was considered to contain some
error, while keeping all other PDVs at values obtained from field IOP
data, which in turn were considered to be error-free. Table 3 depicts ex-
ample results at the wavelength of 443 nm. For data collected in both
the Arctic and lower-latitude waters, the main error sources for the
QAA-derived aqg(443) are associated with the parameter . For lower-
latitude waters, additional error comes also from the R,s~IOP relation-
ship at 412 and 443 nm. With respect to the QAA-derived ap,(443) for
the Arctic data, the dominant sources of negative bias include the pa-
rameters 1) and Sgg, i.€., the relationships that derive these parameters
are responsible for the negative values of the QAA-derived a,,(443) in
Arctic waters. For lower-latitude data, the bias in the QAA-derived
ap,(443) is determined mainly by the interplay between the bias in
the R,s—I1OP relationship at 555, 412, and 443 nm, which tend to com-
pensate each other. The parameter ¢ characterizing the phytoplankton
absorption band ratio of a,,(412)/ap,(443), contributes negligible bias
to the QAA-derived ap,(443).

The errors in output values of azg(N\) and a,p(N) in Part Il of the QAA
are also contributed by the errors in the input variable a(\) derived by
the model. To evaluate the absorption partitioning by the QAA indepen-
dently of errors in a(\), we analyzed the performance of Part II of the
QAA using the measured values of a(\) as input to this part of the
model. This analysis enabled the determination of errors in aqg(\) and
apn(N) resulting solely from the parameterizations involved in Part II
of the QAA. For comparison, we also made a similar analysis by applying
the same measurements of a(\) [more specifically, the non-water ab-
sorption coefficient a,,,(\) = a(\) - a,,(\)] as input to the absorption
partitioning model developed by Zheng and Stramski (2013), hereafter
referred to as the stacked-constraints model (SCM). Such comparative
analysis of the QAA and the SCM was not feasible for the QAA-derived
anw(N) used as input to the SCM because significant errors associated
with the QAA-derived a,,,,(\) prevented the SCM from finding solutions
for the majority of data considered in this study. For example, the ran-
dom error represented by MPD of the QAA-derived a,,(670) is higher
than 400% for the MALINA and ICESCAPE data, and higher than 7700%
for the BIOSOPE and ANT-XXIII/1 data. The systematic error for the
QAA-derived a,,,(510) is about —60% for the BIOSOPE and ANT-XXIII/1
data. If the input of a,,(\) is subject to such large errors, the SCM
tends to find no solutions. This is mainly because the SCM involves a
set of inequality constraints that do not permit unrealistic partitioning
results, such as negative values of aps(N).

One restriction for applying the SCM is for waters containing sig-
nificant amounts of absorbing mineral particles, for which the spec-
tral shape of absorption spectrum shows considerable departures
from an exponential function of wavelength (Zheng & Stramski,
2013; see also Babin & Stramski, 2004; Stramski, Babin, & WoZniak,
2007). Such spectral features violate the assumption of the SCM
which requires an exponential spectral shape of agg(\). We identi-
fied 23 MALINA stations and 22 ICESCAPE stations within the Arctic
dataset for which the measured spectra of agg(\) show such non-
exponential spectral features indicative of the significant presence
of absorbing minerals in water. This is not unexpected as the
MALINA and ICESCAPE cruises were conducted mostly within the
continental shelf in waters with potential terrestrial influences
(Fig. 1). For example, some stations in the Beaufort Sea were located
in areas that are subject to influence of terrestrial particulate matter
discharged by the Mackenzie River. We excluded these data from the
subsequent analysis of absorption partitioning.

Comparisons between model-derived and measured a,g(443) are
presented as an example in Fig. 8 for the QAA and the SCM. For brevity,
the error statistics are shown only for the combined dataset containing
both the Arctic and lower-latitude data (Table 4). For each output
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Fig. 6. Comparison of QAA-derived with measured non-phytoplankton (i.e., detritus plus CDOM) absorption coefficient, age(\), for field data collected in Arctic and lower-latitude waters.
The modeled values were computed using input of measured R,s(\). The 1:1 lines are also shown.

variable of the partitioning model, the SCM provides a range of feasible
solutions and also the optimal solution selected from the feasible solu-
tions as the median of all feasible solutions (Zheng & Stramski, 2013).
Here we show only the optimal solutions of the SCM. Fig. 8 and
Table 4 show that both systematic and random error of the SCM-
derived estimates of a45(443) are smaller than those of the QAA-
derived values. The bias of the QAA-derived aq,(443) is +8.5%, in con-
trast to only — 1.4% for the SCM-derived a45(443). The random error
represented by MPD of the SCM-derived to measured ag,(443) is 9.1%,
compared with 15.9% for the QAA. These reductions in systematic and
random errors indicate a better performance of the SCM compared
with Part II of the QAA.

Comparisons between the model-derived and measured phyto-
plankton absorption coefficient, ap,(443), for the QAA and the SCM
show results similar to those observed for age(N\) (Fig. 8 and Table 4).
For example, the systematic error for the SCM-derived a,,(443) is
about +7.3% and for the QAA-derived values is — 12%. The MPD for
the SCM-derived a,,(443) is 15.1% and for the QAA-derived values is
31.3%. It is also important to note that there is still a significant number
of negative values for a,,(\) derived by the QAA even with the input of
measured total absorption coefficient a(\) that can be considered to be
error-free. We found, for instance, 8 negative QAA estimates of a,,(443)
out of 31 measurements in the Arctic waters, and a small number of neg-
ative estimates of a,,(N) at 510 and 555 nm for the lower-latitude data.
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Fig. 7. Similar to Fig. 6 but for the phytoplankton absorption coefficient a,,(\). Note that the negative values of QAA-derived a,,(\), which were determined in 30% to 52% (depending on
wavelength) cases out of all Arctic samples, cannot be displayed in this log-log plot. The negative values of QAA-derived ap,(\) between 510 and 670 nm were also determined for the
lower-latitude dataset.

Table 3

Contribution of each primary-derived variable to the component bias in secondary-derived variables involved in Part Il of QAA. The R,s~IOP relation is defined by Eq. (A1) in the text and nis
the power spectral slope of by,(\). The total number of observations used for determination of error statistics is 75 for the Arctic data and 39 for the lower-latitude data. The parameter ¢ is
defined as the phytoplankton absorption band ratio a,n(412):a,,(443), and Sy is the exponential spectral slope of agg(N\).

Secondary-derived variables Total bias Component bias (%) contributed by
E{,/\/I)R_l) x 100 a(555) R,s—10P relation at 555 nm mn R,s—10P relation at 412 and 443 nm ¢ Sdg
aq4(443) Arctic +16.6 —14 +33 +12.0 —14 +0.1 +26
Lower Latitude —49 —-04 +14 +16.0 —-19.7 —-0.8 —52
apy(443) Arctic —525 -79 +16.3 —249 —89 —12 —121
Lower Latitude —26.6 —4.0 +20.0 —21 —35.0 +0.8 +4.0
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1:1 lines are also shown.

5. Conclusions

Our analysis of the performance of the most recent version of the
QAA indicates that for blue to green wavelengths the model-derived
spectral absorption coefficient, a(\), agrees to within about 10% with
in situ measurements obtained from both Arctic and lower-latitude wa-
ters. At 670 nm the QAA does not provide robust estimates of the ab-
sorption coefficient because of high sensitivity to measurement errors
in this spectral region. The QAA-derived backscattering coefficient,
by(N\), generally agrees well with measurements in the Arctic at all ex-
amined wavelengths with systematic errors of only a few percent, and
is slightly overestimated by ~10% in lower-latitude waters.

Table 4

The absorption partitioning component of the QAA (i.e., Part Il of the
model) frequently produces unrealistic negative values of aps(\), espe-
cially for the Arctic data. This issue can potentially be resolved with a
new partitioning model, SCM, developed by Zheng and Stramski
(2013), which does not yield unrealistic solutions for asg(N\) and
apr(N) and also provides better error statistics at short wavelengths
compared with the QAA. These results suggest that replacing Part II of
the QAA with the SCM will lead to improved performance of the QAA
in terms of estimating aqg(N\) and aps(N). However, it is first important
to ensure that the total absorption coefficient of seawater, a(\), is
derived with high accuracy from Part I of the QAA. This high accuracy
is most critical when the non-water absorption coefficient, a,,(\),

Comparison of error statistics between QAA-derived and SCM-derived values of non-phytoplankton, age(\), and phytoplankton, a,;(N), absorption coefficients using measured a(\) and
Rs(\) as input. The error statistics represent combined results for both Arctic and lower-latitude waters and the total number of observations used for deriving the error statistics is 71,
including 31 from the Arctic and 40 from lower latitudes. MR, MB, Slope, MPD, and RMSD are defined in Table 1.

Model QAA SCM

variable MR MB Slope MPD RMSD MR MB Slope MPD RMSD
(m™") (%) (m™") (m™") (%) (m™")

45(412) 1.058 0.003 1.07 9.85 0.005 0986 0.001 1.05 5.84 0.006

5(443) 1.086 0.002 1.07 15.56 0.005 0981 0.0005 1.07 9.09 0.005

apn(412) 0.802 —0.003 0.99 37.40 0.005 1.083 —0.001 0.69 2035 0.006

a,n(443) 0876 —0.002 1.05 31.93 0.005 1.073 —0.0005 0.78 15.13 0.005
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obtained by subtracting the pure water absorption from a(\), makes
small contribution to a(\), especially at green wavelengths in clear
waters and red wavelengths in most oceanic waters. Therefore, fur-
ther refinements of Part I of the QAA are desired to provide the
best possible estimates of a(\) and a,,(\), which subsequently
can be partitioned using the SCM to obtain estimates of aqg(\) and
aph()\)-

Our analysis suggests that no single version of QAA provides the con-
sistently best performance for estimation of both absorption and back-
scattering coefficients across the range of visible wavelengths and
different oceanic regions investigated in this study. Nonetheless, in fu-
ture studies it appears most reasonable to utilize the QAA model with
recent modifications that include subtraction of the contribution from
Raman scattered photons to measured R, (Lee et al., 2013) and replace-
ment of the Gordon (1986)-type formulation of the R,s—IOP relationship
with one parameterizing the molecular and particulate backscattering
coefficients separately (Lee et al., 2010). Without these two modifica-
tions the QAA-derived b,(N\) exhibits significant overestimation for
clear waters regardless of location, whereas the accuracy of QAA-
derived by(N\) in moderately turbid waters and the accuracy of QAA-
derived a(\) for both clear and moderately turbid waters are relatively
unaffected.

On the basis of our analysis we also make a recommendation with
respect to the choice of by, (N\) values for application of the QAA
model in Arctic waters which are characterized by low temperature
and relatively low salinity compared with open-ocean lower-
latitude waters. The QAA-derived a(\) can also be affected by the
choice of by, (N). Specifically, the use of relatively high default esti-
mates of by, (\) from Morel (1974) in the QAA model contributes
an increase of ~6% in the QAA-derived a(\) at short wavelengths
for the Arctic waters compared with the use of more likely lower
values of by, (N\). Therefore, in future applications of the QAA in the
Arctic waters it will be reasonable to replace the by, (\) estimates
of Morel (1974) with the by, (\) values calculated with a formula ac-
counting for the actual water temperature and salinity and a value of
0.039 for the depolarization ratio of water molecules (Buiteveld
et al., 1994; Jonasz & Fournier, 2007; Stramski et al., 2008;
Twardowski et al., 2007; Zhang, Hu, & He, 2009). Such calculations
of by (N\) will require the input data of water temperature and salin-
ity, which can be estimated from satellite observations or climato-
logical data.
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Appendix A. Calculation steps of the Quasi-Analytical Algorithm
used in this study

A.1. Part I of the QAA: Deriving a(\) and by(\) from R.s(\)

Part I of the QAA utilizes the input of R,s(\) to provide the output
of a(N\) and by(N\) (steps 1 through 4 in Fig. 2). This part utilizes a ref-
erence wavelength between 550 and 560 nm, with 555 nm chosen in
the present study. The PDVs involved in Part I include the total ab-
sorption coefficient at the reference wavelength, a(555), and the
power spectral slope, m, of particulate backscattering coefficient,
bpp(N). It also requires a R,s(N\)-IOP relationship written as (Lee
et al, 2010)

bbw()\)
a(h) + by(N)

Ris(\) = (c;ucqv by () )

a(\) + by(A)

1 by, (N) bp(N)
" (i Got G+ bbm) T + by (A1)

where coefficients Gy, GY, Gj, and G} are taken as constant values
representing averages for various sun-sensor geometries and for a
sensor viewing the nadir direction. In the present study these values
are 0.0604, 0.0406, 0.0402, 0.1310 sr™ !, respectively, and are consis-
tent with those used by Lee et al. (2010), Lee et al. (2011, 2013).

Step 1 derives a(555) from input of R.s(\) at four wavelengths using
an empirical nonlinear relationship. Step 2 calculates the backscattering
coefficient, b,(555), from a(555), bp,(555), and R,5(555) based on
Eq. (A1). This calculation requires a formula of b,(\) expressed explicit-
ly as a function of a(\), bpw(N), and Rs(\), which can be obtained by
rearranging Eq. (A1)

by(N) = \/(Q (M) =4GN)Co(N)—C ()| /(26 (V) (A2)

where

Co(N) = (GY + G1) (B (N)? + (Gy —GB) by (N)a(N) =R (N) (@(N)),
C1(A) = (G —Gh—2G) by, (N) + (Gh—2R(N))a(A), and

Co(N) = G + G—Ry(N).

Eq. (A2) was used to derive b,(555) from a(555) in step 2. Step 3 derives
the spectral backscattering coefficient, b,(\), at the non-reference
wavelengths (i.e., for X # 555 nm) by first subtracting the pure seawa-
ter contribution, by,,(555), from b,(555) to obtain the particulate back-
scattering coefficient at the reference wavelength, b,,(555). The
spectrum of by,(N) is then calculated through assumption of a power-
law spectral shape

buy(A) = biy(555) (%) *3)

where 1) is the spectral slope of by,,(\), which is empirically determined
from an exponential function of the blue-to-green reflectance band
ratio, R5(443)/R;s(555). Finally, by(N) is calculated as the sum of
bpp(N) and byy(N). The original QAA(v5) adopts the estimates of
byw(N) from Morel (1974). These values are typically different from
those used in processing the field measurements of b,(\), which uti-
lized estimates of by, (\) based on the equations of Buiteveld et al.
(1994). The QAA evaluated in this paper uses the “Buiteveld” by, (\)
values unless otherwise noted, which is consistent with field data. The
effects of these differences upon model evaluation are summarized in
Section 4.2.
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Finally, step 4 derives the spectral absorption coefficient, a(\), at
non-reference wavelengths from by(\), bpw(N), and R.s(\) using a
formula derived from Eq. (A1)

a(\) = —by(A) + {\/(D1 (A)? +4Rs(MDo(X) + Dy (N)|/(2R5(N))  (A4)

where

D;(A) = Gg by (N) + Go(by(N)—bp,(A)) and

Do(N) = Gy (byy (N)” + G (by(N) = by (N))*.

Eq. (A4) was used to derive a(N\) from by(\) in step 4.
A2. Part Il of the QAA: Partitioning of a(\) into agg(\) and aps(\)

For studies of many biological and biogeochemical processes in the
upper ocean, it is of interest to know the spectral absorption coefficients
of phytoplankton, a,,(\), and non-phytoplankton materials, agg(\ ). Part
Il of the QAA was developed to address such needs (steps 5 through 7 in
Fig. 2).

Step 5 derives a45(443), where 443 nm is used as a reference wave-
length for deriving the spectral agg(\) from a(\) at 412 and 443 nm
using two new PDVs. These PDVs include ¢ that is defined as the phyto-
plankton absorption band ratio a,,(412)/a,,(443), and Sge which is the
exponential spectral slope of age(N\). The band ratio § is parameterized
as an empirical relationship involving the blue-to-green band ratio of
reflectance, R-5(443)/Rys(555). The spectral slope Sy is derived from an-
other empirical relationship involving R,s(443)/R,s(555). This reflec-
tance ratio is also involved in the derivation of the power spectral
slope 1 of byp(N) in step 3 and therefore the QAA-derived values of
apn(412)/a,,(443), the exponential spectral slope Sg4g of age(N), and the
power spectral slope 1 of b,p(N) are expected to be correlated.

Step 6 calculates the spectrum of age(N\) from ag,(443) and the de-
rived slope Sge by assuming an exponential spectral shape. The equation
to calculate the spectrum of aqg(N) is written as

Agg(N) = 04g(443) exp [—sdg(x—443)] . (A5)

Given the input of the QAA-derived a(\), the accuracy of aq(\) atall
wavelengths is subject to potential errors of a(555),m, ¢, and S, as well
as errors introduced by Eq. (A1) at the wavelengths of 412, 443, and
555 nm.

Step 7 simply subtracts age(N\) and a,(N\) from a(\) to obtain the
phytoplankton absorption spectrum aps(N). At the wavelengths of
412, 443, and 555 nm, the potential error sources for ap,(N\) are the
same as those for aqg(N). At other wavelengths, a,,(N) is also affected
by potential errors associated with Eq. (A1).
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