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Extrapolation of near-surface underwater measurements is the most common method to estimate the water-
leaving spectral radiance, Lw�λ� (where λ is the light wavelength in vacuum), and remote-sensing reflectance,
Rrs�λ�, for validation and vicarious calibration of satellite sensors, as well as for ocean color algorithm develop-
ment. However, uncertainties in Lw�λ� arising from the extrapolation process have not been investigated in detail
with regards to the potential influence of inelastic radiative processes, such as Raman scattering by water mol-
ecules and fluorescence by colored dissolved organic matter and chlorophyll-a. Using radiative transfer simula-
tions, we examine high-depth resolution vertical profiles of the upwelling radiance, Lu�λ�, and its diffuse
attenuation coefficient, K Lu

�λ�, within the top 10 m of the ocean surface layer and assess the uncertainties in
extrapolated values of Lw�λ�. The inelastic processes generally increase Lu and decrease K Lu

in the red and near-
infrared (NIR) portion of the spectrum. Unlike K Lu

in the blue and green spectral bands, K Lu
in the red and NIR

is strongly variable within the near-surface layer even in a perfectly homogeneous water column. The assumption
of a constant K Lu

with depth that is typically employed in the extrapolation method can lead to significant errors
in the estimate of Lw. These errors approach ∼100% at 900 nm, and the desired threshold of 5% accuracy or less
cannot be achieved at wavelengths greater than 650 nm for underwater radiometric systems that typically take
measurements at depths below 1 m. These errors can be reduced by measuring Lu within a much shallower surface
layer of tens of centimeters thick or even less at near-infrared wavelengths longer than 800 nm, which suggests a
requirement for developing appropriate radiometric instrumentation and deployment strategies. © 2016 Optical

Society of America

OCIS codes: (010.4450) Oceanic optics; (010.5630) Radiometry; (010.5620) Radiative transfer; (280.4788) Optical sensing and

sensors.
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1. INTRODUCTION

Satellite ocean color measurements provide a means for study-
ing the biogeochemical and ecological dynamics of the world’s
ocean over extended spatial and temporal scales that are
not achievable by conventional oceanographic observations.
Satellite images of ocean color have been used to produce
regional and global maps of several data products of interest
to the study of ocean biogeochemistry and ecology, such as
chlorophyll-a concentration (Chl) [1,2], particulate organic
carbon (POC) [3,4], particulate inorganic carbon [5,6], pri-
mary productivity [7,8], and optical properties of the upper
ocean ([9] and references therein). The accuracy of spectral
water-leaving radiance Lw�λ� (λ stands for light wavelength

in vacuum) or remote-sensing reflectance Rrs�λ� derived from
spaceborne ocean color sensors is critical for the success of
these applications. Lw�λ� is defined as the spectral upwelling
radiance just above the water surface (i.e., at z � 0� where
z is a symbol for depth), which is associated with light emerging
from below the surface. Rrs�λ� is defined as a ratio of Lw�λ�
to the spectral downward plane irradiance incident on the
water surface, Ed �z � 0�; λ� ≡ Es�λ�. Rrs�λ� is typically used
as an ocean color quantity from which various data products
characterizing water constituents or optical properties are
derived through appropriate algorithms. In this paper we
focus primarily on Lw�λ�, which is a component of Rrs�λ�
dependent on water constituents and optical properties as
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well as boundary conditions (e.g., sun position, sky conditions,
sea surface state).

A longstanding goal in ocean color radiometry is to deter-
mine Lw�λ� with an accuracy better than 5% [10,11]. Whereas
such accuracy is very difficult to achieve from satellite measure-
ments that are influenced by atmospheric effects and light
reflection from the sea surface, in situ determinations of
Lw�λ� with such high accuracy are also difficult to achieve.
Accurate in situ determinations of these quantities are impor-
tant for ocean color algorithm development ([12] and referen-
ces therein), validation of satellite-derived values of Lw�λ� and
Rrs�λ� [12,13], and post-launch on-orbit vicarious calibration
of satellite ocean color sensors [11,14–16]. The most common
approach for in situ determinations of Lw�λ� is based on the
extrapolation of near-surface underwater measurements of
upwelling radiance, Lu�z; λ�, up to the sea surface [17]. The
underlying assumption of this approach is that the unknown
spectral diffuse attenuation coefficient for upwelling radiance,
K Lu�z; λ�, within the near-surface extrapolation layer is con-
stant with depth and has the same value as the measured
attenuation coefficient within some depth interval below the
extrapolation layer [17,18]. Whereas this assumption has been
generally recognized as a source of uncertainty in Lw�λ�, this
problem and its potentially large quantitative consequences
have not been investigated in detail, especially with regard
to the effects of inelastic radiative processes in the red and
near-infrared (NIR) spectral regions [13].

For the purpose of determining Lw�λ�, the underwater
measurements of upwelling radiance Lu�z; λ� are typically ac-
complished using one of the following approaches: (i) a surface
float system that takes time-series measurements at just a single
depth relatively close to the surface (typically ∼20 cm or so),
(ii) a profiling system that takes nonsimultaneous measure-
ments at different depths as the instrument descends vertically
through the water column, and (iii) a fixed multidepth system
capable of taking simultaneous time-series measurements at a
few preselected discrete depths. While each of these approaches
has some advantages and limitations [19], it is the recognition
of limitations that provides a main motivation for this study.

In the first approach the extrapolation layer is relatively thin
(∼20 cm) but there is no measurement of K Lu�λ� at all because
Lu�z; λ� is measured at a single depth. Therefore, speculative
assumptions about the values of K Lu�λ� are needed to extrapo-
late the measured data to the surface. In the second profiling
approach, measurements of Lu�z; λ� are taken during the down-
cast of a profiling radiometer and begin typically at a depth of
about 1 m or greater depending on environmental conditions.
On rare occasions the acquisition of profiling data begins at
shallower depths within the top 1 m layer (e.g., [18,20]).
Typically, however, for the profiling approach the near-surface
extrapolation layer with unknown K Lu�λ� is thicker than for
the surface float approach. In addition, the values of K Lu�λ�
at depths below the extrapolation layer are obtained from non-
simultaneous measurements at different depths, which requires
a careful accounting for possible changes in the light field in-
cident upon the water surface during the underwater profiling
measurement. In the third multidepth approach, the issue of
nonsimultaneity of measurements is eliminated but in practice

the available systems have a relatively thick extrapolation layer
(1 m or more) and the values of K Lu�z; λ� below the extrapo-
lation layer are obtained from two or more measurement depths
within a depth interval that is also relatively thick, at least a few
meters. Again, this approach imposes limitations caused by un-
known values of K Lu�λ� within the near-surface extrapolation
layer. Thus, when using any of these three approaches signifi-
cant uncertainties in the estimates of Lw�λ� can arise in situa-
tions when K Lu�z; λ� varies significantly with depth within the
near-surface layer including the extrapolation layer.

The water-leaving radiance Lw�λ� is normally calculated as

Lw�λ� � �t∕n2�Lu�z � 0−; λ�; (1)

where t is the transmittance for upwelling radiance across the
water–air interface, n is the refractive index of water, and
Lu�z � 0−; λ� is the upwelling radiance just below the water
surface at z � 0−. The factor t∕n2 is typically assumed to
be a known constant [21] and Lu�z � 0−; λ� is estimated from
underwater radiance measurements using an extrapolation
method. Therefore, for the purpose of our discussion
Lu�z � 0−; λ� and Lw�λ� can be used interchangeably.
Assuming that the underwater upwelling radiance, Lu�z; λ�,
is measured at least at two discrete depths, z1 and
z2, Lu�z � 0−; λ� is estimated from

Lu�z � 0−; λ� � Lu�z1; λ� exp�K Lu�z1 − z2; λ�z1�; (2)

where Lu�z1; λ� is the measured upwelling radiance at depth z1
and K Lu�z1 − z2; λ� is the effective diffuse attenuation coeffi-
cient of upwelling radiance within a depth layer bounded by
the shallower depth z1 and deeper depth z2. The depth z is
positive downward so z1 < z2. We note that in situ measure-
ments of Lu�z; λ� are typically made with a sensor pointing di-
rectly downward. In this case Lu�z; λ� is referred to as zenith
radiance according to the direction of light propagation
[22]. As our interest is in the extrapolation of Lu�z; λ�measured
at deeper depths to a shallower depth, we note that there is
no usual negative sign before the term K Lu�z; λ� in Eq. (2).
The effective diffuse attenuation coefficient within the layer
bounded by depths z1 and z2 is determined from

K Lu�z1 − z2; λ� �
ln Lu�z1; λ� − ln Lu�z2; λ�

z2 − z1
: (3)

The main assumption underlying the application of Eq. (2)
is that K Lu�z1 − z2; λ� is equal to the attenuation coefficient,
K Lu�0− − z1; λ�, within the extrapolation layer between z � 0−

and z1. We note that this assumption is required for accurate
underwater near-surface extrapolation for all types of in-water
radiometric systems (i.e., surface float, profiling, and multidepth
systems) regardless of the fact that different systems generally use
different approaches to determine K Lu�z; λ�. However, this
assumption is not necessarily valid for all environmental situa-
tions and measurement scenarios (e.g., [18,20]). In addition,
the extent to which this assumption is violated can depend
strongly on light wavelength.

We also note that data obtained from profiling measure-
ments of Lu�z; λ� for the purpose of extrapolation can vary de-
pending on deployment strategy, for example, free fall versus
wire-stabilized, depth resolution, which can range from less
than 2 cm to over 10 cm, and the algorithm applied in the
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regression analysis, for example, linear versus nonlinear regres-
sion [18–20,23]. Data obtained from surface floats can vary de-
pending on whether the required values of K Lu�z; λ� within the
extrapolation layer are determined frommodels based on certain
assumptions, for example, the assumption about surface Chl and
its relation to K Lu�z; λ�, or from independently measured pro-
files of Lu�z; λ� [19]. The key point is that the use of Lu�z; λ�
data obtained with profiling or surface float systems can lead to
different extrapolation results depending on the specific ap-
proach applied. The measurements of Lu�z; λ� with multidepth
systems equipped with two or more sensors taking simultaneous
measurements at different preselected discrete depths poten-
tially exhibit less variability in the extrapolation results.

Example multidepth systems providing measurements
at discrete depths are the Marine Optical BuoY (MOBY)
[11,24,25] and the Bouée pour l’acquisition de Séries
Optiques à Long Terme (BOUSSOLE) [13], which have been
used for vicarious calibration of satellite ocean color sensors,
such as Sea-viewing Wide Field-of-view Sensor (SeaWiFS),
Moderate Resolution Imaging Spectroradiometer (MODIS),
and MEdium Resolution Imaging Spectrometer (MERIS).
Although the requirement for very high accuracy of in situ
determinations of water-leaving radiance Lw�λ� is important,
the depth configuration of these measurements may not ensure
the highest possible accuracy of Lw�λ� within some spectral
ranges of interest to ocean color applications, especially the
red and NIR ranges. The reasons for this include engineering
and environmental considerations in the design of MOBY and
BOUSSOLE. Specifically, MOBY has used three discrete
depths of measurements, 1, 5, and 9 m. Accordingly, MOBY
data can be used to estimate Lu�z � 0−; λ� and Lw�λ� from
measurements taken at one of the three pairs of depths: z1 �
1 m and z2 � 5 m, z1 � 5 m and z2 � 9 m, or z1 � 1 m
and z2 � 9 m. Thus, in the best case scenario the extrapolation
layer is the top 1 m of the water column and K Lu�z1 − z2; λ� is
obtained within the layer between 1 and 5 m.

It has been reported that whereas the satellite-derived data of
Lw�λ� are generally in good agreement with in situ determina-
tions of Lw�λ� from several data sources including MOBY and
BOUSSOLE measurements in the blue and green spectral re-
gion (≤ 555 nm), the satellite estimates in the red spectral
region (e.g., ∼670 nm) are significantly higher than in situ es-
timates (e.g., [15,16]) or can even become negative for turbid
waters with Chl > 0.5 mgm−3 [26]. The potential for large
error in Lw�670� has been explained by the relatively low
signal in the red compared to that in the blue and green.
Such explanation provides a good reason for why the uncer-
tainty in satellite-derived Lw�670� is often higher than that
in the blue and green, but cannot explain why the satellite-
derived Lw�670� is negative or often much higher than its
in situ counterpart obtained from the underwater extrapolation
method while no significant discrepancy is observed in the blue
and green [15,16]. Although uncertainties in atmospheric cor-
rection and calibration of the satellite sensor can cause errors
in satellite-derived values of Lw�670�, Antoine et al. [13] also
suggested that large error can occur in the in situ determina-
tions of Lw�670� from the extrapolation method owing to
the effects of inelastic radiative processes, in particular Raman

scattering by water molecules. These investigators reported that
the effects of inelastic processes may produce an error in
Lw�670� of up to 50% when extrapolation to the surface is
made from a depth of 4 m, and up to 30% when extrapolating
from 2 m depth. As such errors greatly exceed the accuracy goal
of 5%, further investigation is needed to address this issue.

The effects of inelastic processes on the vertical changes in
underwater light-field characteristics and apparent optical prop-
erties including the diffuse attenuation coefficients have been
demonstrated in the past [27–30]. For example, in the spectral
regions where the effects of Raman scattering on the light field
are significant, which is generally at light wavelengths longer
than about 550 nm, the diffuse attenuation coefficients for ra-
diance or irradiance can vary strongly with depth even within
an optically uniform water column where the inherent optical
properties (IOPs) are constant with depth [28,30]. Specifically,
the diffuse attenuation coefficients in the red and NIR wave-
lengths will typically decrease considerably with depth until
reaching an asymptotic regime [27–29]. This is because the
contribution of Raman scattering to the light field in these
spectral regions increases with depth, which generally acts to
reduce the rate at which radiometric quantities are attenuated
with depth. Such nonconstancy with depth, even for a perfectly
homogeneous water column, is also expected for K Lu�z; λ�
within the top layer of about 10 m, which is most relevant
to the extrapolation method [13]. Naturally, the assumption
that K Lu�z1 − z2; λ� � K Lu�0− − z1; λ�, which is involved in
Eq. (2), does not hold under such circumstances. The extrapo-
lation from Lu�z1; λ� to just beneath the water surface using
K Lu�z1 − z2; λ�, which is smaller than K Lu�0− − z1; λ�, will re-
sult in an underestimation of Lu�z � 0−; λ�, and therefore also
an underestimation of Lw�λ� and Rrs�λ�. Such extrapolation
errors caused by inelastic effects can be large, especially in the
red and NIR spectral regions, which can affect the development
and performance of ocean color algorithms that are developed
with the use of in situ determinations of Rrs�λ�, validation of
satellite retrievals of Lw�λ� and Rrs�λ� via the so-called matchup
analysis between the in situ and satellite-derived data, as well as
vicarious calibration of satellite sensors. A systematic investiga-
tion of this problem for the entire spectral range of relevance to
ocean color applications from ultraviolet (UV) to NIR is
needed. This is particularly important in view of planning
future satellite ocean color missions, such as the US National
Aeronautics and Space Administration’s Plankton, Aerosol,
Cloud, ocean Ecosystem (NASA PACE) mission that is ex-
pected to provide high spectral resolution measurements of
water-leaving radiance from about 350 to 900 nm. Improved
capabilities for in situ determinations of water-leaving radiance
with consistently high accuracy across the entire spectral range is
critical for pursuing scientific goals of missions such as PACE,
which necessitate high radiometric accuracy and precision re-
quiring high-quality calibration efforts as well as improved
and new in-water ocean color algorithms requiring high-quality
in situ radiometric determinations of Lw�λ� and Rrs�λ�.

In this study, we present results from radiative transfer
simulations to demonstrate the effects of inelastic radiative
processes of Raman scattering by water molecules and fluores-
cence by chlorophyll-a and colored dissolved organic matter
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(CDOM) on Lu�z; λ� and K Lu�z; λ� within the top 10 m layer
of the ocean for a broad range of water optical properties. Based
on these results we assess the errors in Lu�z � 0−; λ� that result
from the use of the extrapolation method within the near-
surface layer. The sole focus of this analysis is placed on
errors caused by nonconstancy of K Lu�z; λ� within the long-
wavelength portion of the spectrum in the underwater near-
surface extrapolation layer, which is associated with the effects
of inelastic processes. Whereas we recognize that other sources
of uncertainties contribute to determinations of Lu�z � 0−; λ�
from underwater measurements of Lu�z; λ�, the other sources of
error are beyond the scope of this study. The effects of inelastic
processes are expected to produce generally much larger error
in extrapolated Lu�z � 0−; λ� in the red and NIR spectral
region compared with other error sources. For example, it
was reported that radiometric calibration, optical corrections
(e.g., corrections for self-shading and bottom effects), and envi-
ronmental factors result in uncertainty of ∼3.5%–5% within
the 412–683 nm spectral region for a profiling system [23] and
less than 3.5% for a multidepth buoy system [31]. Although
most discussion in this paper uses simultaneous multidepth
measurements at a few discrete depths as an example source
of Lu�z; λ� data, the key considerations regarding the extrapo-
lation issues are also applicable to other methods and radiomet-
ric systems for acquiring Lu�z; λ� data. This is because the
different methods for acquiring Lu�z; λ� data share essentially
the same principles with regard to determinations of
Lu�z � 0−; λ� from extrapolation, albeit data processing and
mathematical procedures involved might differ. In addition,
our study is not intended to provide operational protocols
for correcting for extrapolation errors because we focus specifi-
cally on demonstrating and quantifying the potential errors
associated with the effects of inelastic processes alone. As an
important outcome of this study we provide, however, recom-
mendations for improved depth configuration of radiance sen-
sors in the measurements of Lu�z; λ� to ensure that the effects of
inelastic processes do not produce errors that exceed the desired
accuracy of 5% in determinations of Lu�z � 0−; λ�, Lw�λ�, and
Rrs�λ� from the underwater extrapolation method regardless of
other sources of uncertainties.

2. METHODS

The underwater light field in the ocean was simulated using the
scalar radiative transfer model Hydrolight 5.1.4 from Sequoia
Scientific, Inc. [22,32]. This model computes the full angular
distribution of spectral radiance at each preselected output
depth, from which other radiometric quantities (i.e., irradian-
ces) and apparent optical properties are also derived. In this
study, we focus on underwater upwelling zenith radiance
Lu�z; λ� and the diffuse attenuation coefficient of this radiance
K Lu�z; λ�. In Hydrolight, K Lu�z; λ� at depth z is computed
based on a 1 cm depth layer between z and z � 1 cm and thus
considered representative of depth z.

The primary inputs required by Hydrolight are the vertical
profiles of spectral IOPs of seawater, which include the spectral
absorption coefficient, a�z; λ�, spectral scattering coefficient,
b�z; λ�, and spectral scattering phase function β̃�z;ψ�, where
ψ is the scattering angle (see [22] for definitions of IOPs

and other quantities used in hydrologic optics). In this study,
we examined three scenarios with IOPs associated with three
different concentrations of chlorophyll-a, Chl, within the sur-
face oceanic layer and one additional scenario with IOPs deter-
mined solely by pure seawater (see Table 1). Chlorophyll-a is a
major pigment in phytoplankton and serves as a proxy for
phytoplankton biomass.

To cover the typical range of phytoplankton biomass in the
open ocean, surface Chl values of 0.02 mgm−3, 0.2 mgm−3,
and 2 mgm−3 were assumed. For each Chl two sets of radiative
transfer simulations were performed, one with uniform vertical
profiles of Chl within the top 10 m based on Li et al. [29] and
the other with nearly uniform profiles within the top 10 m
based on Uitz et al. [33]. The nearly uniform profiles of Chl
within the surface layer are referred to as profiles S1, S4, and S8
in Uitz et al. [33]. We rescaled these profiles to obtain the val-
ues of Chl just below the surface of 0.02, 0.2, and 2 mgm−3,
respectively (Fig. 1). Although the uniform and nearly uniform
Chl profiles are very similar within the top 10 m of the
water column, these two scenarios of simulations differ
significantly in terms of Chl profiles below the 10 m depth.
Specifically, whereas the profiles based on the study of Li et al.
[29] consist of three layers, i.e., the top uniform layer, the tran-
sition layer with Chl decreasing to zero, and the deep layer with
no chlorophyll-a, the S1, S4, and S8 profiles from Uitz et al.
[33] are described by Gaussian functions with a subsurface Chl
maximum (see these references for more details).

Based on the profiles of Chl, the input IOPs of seawater
were specified within the spectral range from 300 to 900 nm
at 5 nm intervals. The total absorption coefficient a�z; λ� was
modeled as a sum of three component coefficients representing
the molecular absorption of pure water, aw�λ�, suspended par-
ticles, ap�z; λ�, and colored dissolved organic matter, ag�z; λ�:

a�z; λ� � aw�λ� � ap�z; λ� � ag�z; λ�: (4)

Values of aw�λ� were obtained from the measurements
such as Sogandares and Fry [34] and Pope and Fry [35]
(see Hydrolight technical documentation [32] for more de-
tails). These values represent a water temperature of ∼23°C
and were assumed to be independent of depth. The coefficients
ap�z; λ� and ag�z; λ� were calculated from Chl using the “New

Table 1. Description of Radiative Transfer Simulation
Scenarios

Chla (mgm−3) 0, 0.02, 0.2, 2
Solar Zenith Angle (°) 0, 30, 60
Cloud Cover Clear sky
Wind Speed 5 m/s
Inelastic Processesb (i) none, (ii) Raman scattering only,

(iii) Raman scattering, CDOM and
chlorophyll-a fluorescence

Spectral Range 300–900 nm at 5 nm intervals
Depth Resolution 0.01 m for 0–0.1 m, 0.05 m for

0.1–1 m, and 0.1 m for 1–10 m
Bottom Infinitely deep ocean
aWhen chlorophyll-a concentration (Chl) is 0, the ocean is assumed to

consist of only pure seawater. For the remaining Chl cases, both uniform [29]
and nearly uniform [33] profiles of Chl within top 10 m were simulated for
each Chl.

bFor the simulations of a pure seawater ocean, only cases (i) and (ii) apply.
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Case 1” bio-optical model embedded within Hydrolight [32].
In brief, the particulate absorption coefficient was determined
from a power function of chlorophyll-a concentration

ap�z; λ� � A�λ��Chl�z��E�λ�; (5)

where A�λ� and E�λ� are wavelength-dependent parameters
determined from field studies [36,37]. The value of ag�z; λ�
was calculated from the relationship

ag�z;λ�� ag�z;440�e−S�λ−440� �0.2ap�z;440�e−S�λ−440�; (6)

where the spectral slope parameter S was set to 0.014 nm−1.
The total spectral scattering coefficient, b�z; λ�, was calcu-

lated as the sum of component coefficients associated with pure
seawater, bw�λ�, and suspended particles, bp�z; λ�:

b�z; λ� � bw�λ� � bp�z; λ�: (7)

Values of bw�λ� representing a typical oceanic salinity of
35‰ at a temperature of 20°C were obtained from Morel
[38] and were assumed to be independent of depth. The values
of bp�z; λ� were calculated as the difference between the par-
ticulate beam attenuation coefficient, cp�z; λ�, and ap�z; λ�.
Values of cp�z; λ� were calculated according to Loisel and
Morel [39]:

cp�z; λ� � 0.407�Chl�z��0.795
�

λ

660

�
v
; (8a)

where the exponent ν was parameterized as

v � 0.5�log10 Chl − 0.3� (8b)

The additional IOP required as input to radiative transfer
simulations is the spectral scattering phase function character-
izing the angular shape of the spectral volume scattering
function [22]. The phase function of pure seawater, β̃w�ψ�, and
the Fournier-Forand phase function of particles [40], β̃p�z;ψ�,

were used. The Fournier-Forand phase function was parame-
terized in terms of the particulate backscattering fraction b̃bp�z�
(i.e., the ratio of particulate backscattering to total particulate
scattering). Values of b̃bp�z� were assumed to be related to Chl
[41] and hence β̃p�z;ψ� for different Chl cases are slightly dif-
ferent. Note, however, that for any given Chl and depth z we
used a single value of b̃bp�z� which is independent of light
wavelength. Hence, for a given Chl we also used a single func-
tion β̃p�z;ψ� independent of wavelength. As an example of
input IOPs, Fig. 2 depicts the spectra and vertical profiles
of a�z; λ�, b�z; λ�, and backscattering coefficient bb�z; λ�
for the nearly uniform profile of Chl � 0.2 mgm−3 within
top 10 m.

In addition to IOPs, ancillary information about solar zenith
angle, sky conditions, wind speed, and ocean bottom depth is
required as input to the Hydrolight code. For each Chl scenario
we performed the simulations for three solar zenith angles
(0°, 30°, and 60°), clear sky conditions, wind speed of 5 m s−1,
and an infinitely deep ocean. We considered clear skies and
relatively high positions of the sun because such conditions are
relevant to satellite measurements of ocean color.

For each simulation scenario representing a specific Chl
profile (hence IOPs within the water column) and solar zenith
angle, three different Hydrolight runs were performed with dif-
ferent combinations of the presence or absence of inelastic ra-
diative processes. These processes include Raman scattering by
water molecules, fluorescence of chlorophyll-a, and fluores-
cence of CDOM. The three scenarios of simulations related to
inelastic processes were: (i) no inelastic processes, (ii) the pres-
ence of Raman scattering only, and (iii) the presence of Raman
scattering, fluorescence of chlorophyll-a, and fluorescence of
CDOM. The description of how inelastic processes are com-
puted in Hydrolight code can be found in [22]. In brief, Raman
scattering is modeled by assuming a Raman scattering coeffi-
cient of 2.6 × 10−4 m−1 at an excitation wavelength of 488 nm
and the wavelength dependency of λ−5.5, which is consistent with
studies by Bartlett et al. [42] and Desiderio [43]. The Raman
wavelength redistribution function is described by Eq. 5.94
in Mobley [22]. The modeling of chlorophyll-a fluorescence
requires the phytoplankton spectral absorption coefficient,
aph�z; λ�, which is a product of Chl and Chl-specific absorption
coefficient of phytoplankton according to [44]. The quantum
efficiency of fluorescence is set to 0.02. Finally, the modeling
of CDOM fluorescence requires CDOM absorption coefficients
[Eq. (6)] and CDOM fluorescence quantum efficiency function.
The CDOM fluorescence quantum efficiency function, which
depends on excitation and emission wavelengths, is based on
the experimental data of [45]. For all three inelastic processes,
Hydrolight assumes an isotropic phase function, which is reason-
able for fluorescence but may produce some (albeit incon-
sequential for the purposes of our study) uncertainty in Raman
scattering ([29] and references therein). We note that there is
some variability in the parameters describing the inelastic proc-
esses [22] and such variability may result in slight changes in the
modeled Lu�z; λ� and K Lu�z; λ�. Nevertheless, we expect that
the main conclusions describing the first-order effects associated
with the presence versus absence of inelastic processes on the
extrapolation of underwater measurements of Lu�z; λ� within
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2

Chl (mg m−3)

z 
(m

)
0.02 mg m−3

0.2 mg m−3

2 mg m−3

Fig. 1. Depth profiles of chlorophyll-a concentration, Chl, within
the upper 200 m of the water column for the three nearly uniform
cases within the top 10 m layer. The value of surface Chl is indicated
for each case. The depth of the Chl maximum is 115, 45, and 15 m
for the surface Chl values of 0.02, 0.2, and 2 mgm−3, respectively.
All subsequent figures and the results in Tables 2 and 3 represent
the simulations based on the nearly uniform cases of Chl within the
near-surface ocean depicted in this figure.
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the near-surface oceanic layer will remain similar, regardless of
whether we use the “average” (standard) parameters of inelastic
processes embedded within the Hydrolight code or some varia-
tion of these parameters.

All scenarios of radiative transfer simulations included in
this study are summarized in Table 1. Overall we obtained re-
sults from 60 simulations. Specifically we ran 54 simulations
representing three Chl scenarios, each with two profile types,
three solar zenith angles, and three scenarios of inelastic proc-
esses. For pure seawater we ran six simulations as we have
three solar zenith angles and two scenarios of inelastic processes
(i.e., no inelastic processes and Raman scattering only) for each
solar zenith angle. On the basis of these simulations our analysis
is focused on Lu�z; λ� and K Lu�z; λ� within the top 10 m of the
water column. Importantly, as our primary interest is in this
near-surface layer, we examine the behavior of these quantities
with depth using results calculated with fine depth resolution,
i.e., 1 cm intervals between the surface and 0.1 m depth, 5 cm
intervals between 0.1 and 1 m depth, and 10 cm intervals be-
tween 1 and 10 m depth. The chosen scheme for output depths
of Hydrolight simulations is also listed in Table 1. We also note
that we restrict the presentation of simulation results to the
spectral range 350–900 nm, although the simulations included
the range 300–350 nm to properly account for the contribu-
tions of inelastic processes at wavelengths longer than 350 nm.
All results presented are for Chl profiles that are nearly uniform
within the top 10 m and have a subsurface Chl maximum. This
is because Lu�z; λ� and K Lu�z; λ� within the top 10 m from

these simulations were very similar to those obtained for the
scenario of the three-layer Chl profiles with uniform top layer
(not shown). This similarity indicates that the differences in the
vertical profiles of IOPs below 10 m depth have little influence
on the near-surface values of Lu�z; λ� and K Lu�z; λ� for the two
types of Chl profiles examined in this study.

As our primary interest in this study is to evaluate the
reduced accuracy of the extrapolation method owing to depth
variations in K Lu�z; λ� within the near-surface layer, the relative
error, ϵr , in extrapolated values of Lu�z � 0−; λ� caused by
uncertainty associated with depth-dependent K Lu�z; λ� can be
determined from

ϵr �
Lextru �z � 0−; λ� − Ltrueu �z � 0−; λ�

Ltrueu �z � 0−; λ� ; (9)

where Ltrueu �z � 0−; λ� represents the values computed with
Hydrolight simulations and Lextru �z � 0−; λ� represents the extra-
polated values of Lu�z � 0−; λ� determined from Eq. (2) using
Lu�z1; λ� and K Lu�z1 − z2; λ� from Hydrolight simulations.

3. RESULTS AND DISCUSSION

A. Lu and KLu
Within the Near-Surface Layer

For the sake of simplicity in presentation of results, hereafter
the dependence of optical quantities on depth z and light
wavelength λ will be dropped unless full symbols are required
to avoid ambiguity. Figure 3 shows the near-surface vertical
profiles of Lu at selected wavelengths (450, 550, 650, and
850 nm) for a hypothetical pure seawater ocean, different
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Fig. 2. Spectra (top panels) at selected depths and vertical profiles within the upper 10 m (bottom panels) at indicated light wavelengths of
(a),(d) the absorption coefficient a�z; λ�; (b),(e) the scattering coefficient b�z; λ�; and (c),(f ) the backscattering coefficient bb�z; λ� for the scenario
of nearly uniform depth profile of Chl � 0.2 mgm−3 within the top 10 m layer shown in Fig. 1.
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Chl cases, and different scenarios of inelastic processes. These
results are for the nearly uniform Chl profiles within the top
10 m as shown in Fig. 1 and the solar zenith angle of 0°.

With no inelastic processes included in the simulations, the
vertical profiles of Lu are nearly straight lines on the semilog-
arithmic graphs regardless of light wavelength and IOPs within
the water column. This indicates that K Lu is nearly constant
with depth. However, this scenario is unrealistic in aquatic
environments because inelastic processes are always present.
When inelastic processes were included in the simulations, the
semilogarithmic plots of Lu profiles exhibit significant curva-
ture in the near-surface layer for wavelengths in the red and
NIR spectral regions (e.g., 650 and 850 nm). This curvature
indicates that K Lu varies with depth owing to inelastic proc-
esses, with the highest values close to the surface. This result
is observed for all Chl cases as well as for the hypothetical case
of a perfectly homogeneous ocean consisting of pure seawater.
In the latter case the only inelastic process is Raman scattering.
In the three Chl cases, fluorescence of chlorophyll-a and
CDOM are also present in addition to Raman scattering.

Our simulations show that the strong effects of inelastic
processes on the Lu profiles in the red and NIR (e.g., 650
and 850 nm) are associated primarily with Raman scattering
as the curves with only Raman scattering included in the

simulations are virtually indistinguishable from those with
Raman scattering and fluorescence. We note, however, that
chlorophyll-a fluorescence can have an important effect around
685 nmwhere fluorescence is maximum (not shown). All results
presented in Fig. 3 also indicate that the inelastic processes gen-
erally lead to an increased magnitude of near-surface Lu when
compared to the hypothetical case without inelastic processes,
the relative difference in Lu between cases with and without in-
elastic processes becomes smaller at the same wavelength and
depth for higher Chl, and the effects of inelastic processes are
small within the short-wavelength portion of the spectrum.

Figure 4 illustrates how the vertical changes in the attenu-
ation of Lu within the top 10 m layer affect the extrapolation
to obtain the upwelling radiance just below the surface. These
results are from the same simulations as shown in Fig. 3, but
solely for example wavelengths from the red and NIR spectral
regions (650 and 850 nm) and one intermediate case of
Chl � 0.2 mgm−3. The depicted vertical profiles of Lu (solid
black lines) represent a realistic situation with the presence of
Raman scattering and fluorescence. As indicated earlier these
inelastic processes, mainly Raman scattering, are responsible
for the curvature of the semilogarithmic plot of Lu, which re-
flects vertical changes in K Lu . In Figs. 4(a) and 4(c) the dotted
lines illustrate the extrapolation of Lu from simulation data
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Fig. 3. Depth profiles of the upwelling radiance Lu at selected wavelengths for different simulation scenarios and a solar zenith angle of 0°.
(a) Profiles for pure seawater ocean. (b),(c), and (d) Profiles corresponding to scenarios of surface chlorophyll-a concentration of 0.02, 0.2,
and 2 mgm−3, respectively. For each scenario, the depicted results include simulations with only elastic processes (E), simulations which include
Raman scattering (R), and simulations which include Raman scattering and the fluorescence of both chlorophyll-a and CDOM (R � F). The latter
simulation is not applicable for the pure seawater scenario.
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representing measurements at two depths indicated by open
circles. At 650 nm, in one case the extrapolated value of surface
radiance Lu�z � 0−; λ� is obtained under the assumption that
measurements were taken at 1 and 5 m, and in the other case
the extrapolation is based on measurements taken at 5 and
9 m. At 850 nm, the extrapolation is illustrated assuming
that simulated measurements were taken at 1 and 2 m. This
illustration demonstrates that the extrapolated values of
Lextru �z � 0−; λ� can differ significantly from the true value
of Ltrueu �z � 0−; λ� obtained from simulations. At 650 nm,
Lextru �z � 0−; 650� is underestimated by 3.4% and 33.4% for
the measurement scenarios of 1–5 m and 5–9 m, respectively.
At 850 nm the extrapolation errors are much larger reaching
87.4% for the measurement scenario of 1–2 m.

The underestimation can also be illustrated for extrapola-
tion based on Lu simulations that represent data taken at a
0.1 m depth resolution with a profiling system. The symbols
and line in the red are for the extrapolation of Lu based on
data between 0.3 and 1 m [Figs. 4(b) and 4(d)] and the green
ones are for extrapolation of Lu based on data between 1 and
5 m at 650 nm [Fig. 4(b)] or between 1 and 2 m at 850 nm
[Fig. 4(d)]. For this illustration a nonlinear regression ap-
proach was used. For such profiling data, Lextru �z � 0−; 650�
is underestimated by 0.2% and 4.2% for the extrapola-
tion scenarios of 0.3–1 m and 1–5 m, respectively, while
Lextru �z � 0−; 850� is underestimated by 40.4% and 89.9%
for the extrapolation scenarios of 0.3–1 m and 1–2 m,
respectively.
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Fig. 4. Example illustrating errors in extrapolated values of spectral upwelling radiance just below the water surface, Lu�z � 0−; λ�, which are
associated with the effects of inelastic radiative processes. The left column illustrates the example simulations of a two-depth system, and the right
column is for an example of a profiling system. For light wavelength of 650 nm (a) and (b), the extrapolated values of Lu�z � 0−; λ� using simulated
measurements taken at shallower depths, 1 and 5 m for the two-depth system and 0.3–1 m for the profiling system, are shown as solid diamonds and
at deeper depths, 5 and 9 m for two-depth system and 1 to 5 m for profiling system, are shown as solid squares. For light wavelength of 850 nm
(c) and (d), the extrapolated values of Lu�z � 0−; λ� using simulated measurements taken at shallower depths, 0.3 to 1 m for the profiling system, are
also shown as solid diamonds, and at deeper depths, 1 and 2 m for the two-depth system and 1–2 m for the profiling system, are shown as solid
squares. The true values of Lu�z � 0−; λ� are shown as solid triangles. The simulated measurements of Lu by a two-depth system at indicated depths
are shown as open circles in (a) and (c), and the simulated measurements of Lu by a profiling system with 0.1 m depth resolution are shown as
the open diamonds (red) and squares (green) in (b) and (d). The red and green solid lines are the regression lines for the profiles of Lu in the
corresponding color using the nonlinear regression approach. The results represent the simulation scenario for the surface Chl of 0.2 mgm−3, solar
zenith angle of 0°, and inclusion of all three inelastic processes.
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Interestingly, the extrapolation errors for the two-depth and
profiling scenarios of data acquisition are very close to each other
as long as the measurement depth interval is the same; for ex-
ample, 3.4% versus 4.2% for the measurement depth interval of
1–5m at 650 nm and 87.4% versus 88.7% for themeasurement
depth interval of 1–2 m at 850 nm. These results indicate that
the extrapolation errors for a two-depth or a profiling radiomet-
ric system can exceed greatly an accuracy goal of 5% if K Lu
changes with depth. The key to avoid or minimize the extrapo-
lation errors is to identify the depth range of the near-surface
layer within which K Lu remains constant or nearly constant
and make measurements within this layer, or to take into ac-
count the inelastic processes during data reduction. For the pur-
poses of determining the thickness of the near-surface layer with
nearly constant K Lu and thus depth requirements for minimiz-
ing the effects of inelastic processes on extrapolation of Lu, the
following analysis will be mainly focused on data obtained at a
few discrete depths that correspond to the use of a multidepth
radiometric system. This is an effective way of presenting our
results which are essentially applicable also to other scenarios
of acquisition of underwater upwelling radiance data because
the basic principles of the extrapolation method are the same.

The spectra of K Lu at selected depths and vertical profiles
of K Lu at selected wavelengths within the top 10 m layer are

shown in Fig. 5 for the same simulation scenarios as in Fig. 3.
For the scenario of a pure seawater ocean, Raman scattering was
included in the simulations but there is obviously no fluores-
cence by chlorophyll-a and CDOM in this scenario. For the
two Chl cases presented, Raman scattering and fluorescence
processes were included. For comparison, the simulation results
for the scenario without inelastic processes are also shown. The
most remarkable feature of K Lu spectra is a considerable de-
crease of the K Lu values in the long-wavelength portion of the
spectrum, which is caused primarily by Raman scattering and
also chlorophyll-a fluorescence in the red band around 685 nm
[Figs. 5(a)–5(c)]. In the short-wavelength portion of the spec-
trum, however, the effects of inelastic processes are much
weaker so the K Lu values are quite close to the hypothetical
case with no inelastic processes. Owing to inelastic processes
the values of K Lu can be even smaller than the pure water ab-
sorption coefficient (not shown) and this result can be observed
in the long-wavelength portion of the spectrum in various water
types ranging from very clear to turbid waters with relatively
high Chl [30]. In pure seawater ocean, the comparison of K Lu
between the simulated cases with and without inelastic proc-
esses in Figs. 5(a) and 5(d) indicates that K Lu in the red and
NIR is clearly smaller than pure water absorption already at
1 cm depth. As depth increases, K Lu in this spectral region,

Fig. 5. Spectra of diffuse attenuation coefficient of upwelling radiance, K Lu , at selected depths (top panels) and depth profiles of K Lu at selected
light wavelengths (bottom panels) for simulations with a solar zenith angle of 0°. Panels (a) and (d) represent a pure seawater ocean. Panels (b) and
(e) depict results obtained using a scenario of surface Chl � 0.2 mgm−3, and panels (c) and (f ) surface Chl � 2 mgm−3. The wavelength of
685 nm, near the center location of the chlorophyll-a fluorescence peak, is indicated in (a)–(c) by vertical dotted lines. The depth of 1 m is indicated
in (d)–(f ) by horizontal dotted lines. The notation of R, F, and E is described in Fig. 3.
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regardless of Chl, continues to decrease and is reduced by up to
an order of magnitude at about 10 m when compared to the
surface value or the case with no inelastic processes [Figs. 5(d)–
5(f )]. The relative decrease of K Lu in the red and NIR with
depth is smaller for higher Chl cases, similar to the results ob-
tained by [30], except around 685 nm where chlorophyll-a
fluorescence is maximum.

In contrast to the red and NIR spectral region, K Lu in the
blue and green (e.g., 450 and 550 nm) varies weakly with depth
in the near-surface layer [Figs. 5(d)–5(f )]. This is also the case in
the UV (not shown). However, when Chl is relatively high (e.g.,
2 mgm−3), K Lu in the blue and green exhibits a noticeable
increase with depth, especially below 1 m [Fig. 5(f )]. Note that
this change is in the opposite direction to the effect caused by
inelastic processes. It is also worth noting that this increase
of K Lu cannot be explained by the slightly nonuniform profiles
of Chl (and hence the IOPs) within the top 10 m layer (see
Figs. 1 and 2) which were used as input to the Hydrolight sim-
ulations. This is because similar results were also obtained from
the simulations with perfectly homogeneous profiles of Chl and
IOPs within the top 10 m (not shown). Thus, this vertical
change of K Lu in the blue and green is most likely associated
with the angular distribution of the light field, which is one
of the factors known to affect apparent optical properties.
The consequence for the application of the extrapolation
method is that special caution is required not only in the red
and NIR but also in the blue and green for relatively turbid
waters with Chl ≥ 2 mgm−3, even though the effects of inelas-
tic processes are very small or negligible in this short-wavelength
portion of the spectrum. Qualitatively similar features and
behavior of the diffuse attenuation coefficients of underwater
radiometric quantities were reported in an earlier radiative trans-
fer study [20].

The example vertical profiles of K Lu in Fig. 5 provide direct
insight into the limitations of the extrapolation method. We
recall that the extrapolation can be error free only when K Lu
(at a given wavelength) is constant within the near-surface
extrapolation layer and the same value of K Lu remains also con-
stant in the underlying layer within which the measurements

are done. Figure 5 indicates that K Lu in the NIR spectral region
stays nearly constant only within the top 10–20 cm. This layer
extends to about 1 m depth for the red spectral region and to a
few meters or more for shorter wavelengths. Thus whenever the
measurements used for the extrapolation are not made within
this near-surface layer of constant K Lu , an error will arise in the
extrapolated value Lextru �z � 0−; λ�. For example, the vertical
decrease of K Lu , which is typically observed in the red and
NIR owing mainly to Raman scattering, will result in an under-
estimation of Ltrueu �z � 0−; λ�, whereas the generally slight ver-
tical increase of K Lu in the blue and green will lead to slight
overestimation of Ltrueu �z � 0−; λ�. It is thus not surprising that
previous studies reported dramatic underestimation of Lw�λ� in
the red spectral region in conjunction with the use of under-
water radiometric systems providing measurements of upwell-
ing radiance at depths below 1 m [15,16]. The extrapolation
error is evaluated in greater detail in Section 3.C.

B. Effects of Solar Zenith Angle on KLu

As K Lu is an apparent optical property of a water body it
depends not only on the IOPs of water but also the boun-
dary conditions, including sky conditions and sun position
(e.g., [22]). Figure 6 depicts results from radiative transfer sim-
ulations that illustrate the effect of solar zenith angle under clear
sky conditions on the vertical profile of K Lu in the near-surface
layer. With regard to water IOPs, the same simulation scenarios
as in Fig. 5 are presented, namely a pure seawater ocean,
Chl � 0.2 mgm−3, and Chl � 2 mgm−3, and all the inelastic
processes were included. The results show that K Lu at a given
light wavelength and depth increases with increasing solar
zenith angle (θs) and this observation is consistent with earlier
studies (e.g., [30]). K Lu also tends to increase to a lesser extent
with increasing θs when the sun is high in the sky (see results for
θs varying between 0° and 30° in Fig. 6) compared with lower
positions of sun (θs between 30° and 60°). From the point of
view of the extrapolation method it is important to note that
the vertical shapes of K Lu profiles are nearly the same within the
top 10 m layer for the examined range of solar zenith angles.
Therefore, the extrapolation accuracy is not expected to be
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affected significantly by the solar position for θs ranging from 0°
to at least 60°, which was also suggested by Antoine et al. [13].
The discussion in Sections 3.C–3.E is focused on the simula-
tion results obtained with the solar zenith angle of 0°.

C. Evaluation of Extrapolation Errors
To evaluate the extrapolation errors in greater detail we assume
that underwater measurements of upwelling radiance are made
at three discrete depths: 1, 5, and 9 m. This assumption is con-
sistent with the design of an instrument such asMOBY, a radio-
metric system that has been used for vicarious calibration of
satellite ocean color sensors [11,25]. In the case of MOBY mea-
surements the extrapolation to obtain Lu�z � 0−; λ� is typically

made starting with measured Lu�z1 � 1; λ� and using measured
K Lu�z1 − z2; λ�, where z1 � 1 m and z2 � 5 m. Occasionally,
when the measurement of Lu at 1 m depth is not available,
the extrapolation utilizes the measured Lu�z1 � 5; λ� and
K Lu�z1 − z2; λ�, where z1 � 5 m and z2 � 9 m. We evaluate
the extrapolation errors for both cases of measurements taken at
these discrete depths, although it is important to emphasize that
this analysis is not intended to evaluate the performance of any
specific radiometric system such as MOBY.

Figures 7(a)–7(c) compare the spectra of K Lu�z1; λ� with
the spectra of K Lu�z1 − z2; λ� for the two extrapolation cases,
namely the first case with z1 � 1 m and z2 � 5 m and the
second case with z1 � 5 m and z2 � 9 m. These results were
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Fig. 7. Assessment of errors in the extrapolation of Lu�z � 0−; λ� by a MOBY-like system for a solar zenith angle of 0° and the three surface Chl
scenarios of 0.02 mgm−3 (left column), 0.2 mgm−3 (middle column), and 2 mgm−3 (right column). All three inelastic processes were included in
the simulations. (a)–(c) Spectra of the reference K Lu at 1 m (solid line) and 5 m (dotted–dashed line) as well as layer-effective K Lu calculated from
simulated Lu at 1 and 5 m (dashed line) and that at 5 and 9 m (dotted line). (d)–(f ) Spectra of true Lu�z � 0−; λ� (solid line), extrapolated
Lu�z � 0−; λ� from Lu at 1 m using K Lu�z1 − z2; λ� where z1 � 1 m and z2 � 5 m (dashed line), and that from Lu at 5 m using
K Lu�z1 − z2; λ� where z1 � 5 m and z2 � 9 m (dotted line). (g)–(i) Extrapolation errors computed by Eq. (9) for the two extrapolation scenarios
in (d)–(f ). Negative errors imply underestimation of Ltrueu �z � 0−; λ� and positive errors indicate overestimation.
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obtained from radiative transfer simulations for the three sce-
narios of Chl profiles as shown in Fig. 1. For low and inter-
mediate Chl, K Lu�z1 − z2; λ� is smaller than K Lu�z1; λ� for
light wavelengths longer than ∼580 nm. For Chl � 2 mgm−3

this result holds for wavelengths longer than ∼635 nm. We
also note that in this long-wavelength portion of the spectrum
K Lu�z1 − z2; λ� is also smaller than K Lu�z; λ� at other depths
z < z1 (not shown), which means that it is smaller than
K Lu�0− − z1; λ� within the near-surface extrapolation layer.

Because K Lu�z1 − z2; λ� differs from K Lu�0− − z1; λ� the
extrapolation error associated with change in K Lu�z; λ� arises
in Eq. (2). According to Eq. (9), the extrapolated values
Lextru �z � 0−; λ� are underestimated relative to Ltrueu �z � 0−; λ�
when using the underestimated values of K Lu within the
extrapolation layer. This underestimation of surface radiance in
the red and NIR spectral regions is illustrated in Figs. 7(d)–7(f )
for the two cases of extrapolation. For both cases the values
of Lextru �z � 0−; λ� are clearly smaller than Ltrueu �z � 0−; λ� in
these spectral regions. As expected, the underestimation of sur-
face radiance is larger when the extrapolation toward the surface
starts at a deeper depth. In our example results, this situation
occurs when the extrapolation starts at 5 m using the values of
K Lu�z1 − z2; λ� representing the layer between z1 � 5 m and
z2 � 9 m. However, as shown in Figs. 7(d)–7(f ), the surface
radiance is also significantly underestimated when the extrapo-
lation starts at 1 m using K Lu�z1 − z2; λ� with z1 � 1 m and
z2 � 5 m.

Figures 7(g)–7(i) depict the percentage error in extrapolated
values of Lu�z � 0−; λ� caused by uncertainty associated with
the error in K Lu�0− − z1; λ�, which was calculated from
Eq. (9) using data of Lextru �z � 0−; λ� and Ltrueu �z � 0−; λ� from
Figs. 7(d)–7(f ). The error is comparatively small in the
blue–green spectral region and begins to increase sharply with
increasing wavelength at the transition from the green to red
portion of the spectrum. This transition occurs roughly between
580 and 630 nm depending on the extrapolation case and
the Chl scenario. The extrapolation errors are larger when the
extrapolation begins at 5 m depth compared with 1 m
depth. At the longest wavelength examined, λ � 900 nm,
Lu�z � 0−; λ� is underestimated by as much as 80% for
Chl � 0.02 mgm−3 [Fig. 7(g)] and 98% for Chl � 2 mgm−3

[Fig. 7(i)]. At shorter NIR wavelengths, for example at 750 nm,
the errors are also very large, about 67% and 97% for the
lowest and highest Chl cases, respectively. At an example wave-
length from the red portion of the spectrum, λ � 670 nm,
Lu�z � 0−; λ� is underestimated by ∼10% when extrapolation
starts at 1 m and ∼55% when extrapolation starts at 5 m for the
cases of relatively low Chl ≤ 0.2 mgm−3. Overall, our analysis
presented in Fig. 7 indicates that the extrapolation errors in the
red andNIR caused by inelastic processes typically reach the lev-
els of tens of percent. Thus these errors exceed significantly the
accuracy goal of 5% in the derived values of water-leaving radi-
ance [10,11].Our results also explain the issues in the estimation
of Lw�670� observed by Franz et al. [15] and Bailey et al. [16].

In addition to the issues in the red and NIR, noticeable over-
estimation of Lu�z � 0−; λ� is observed at wavelengths shorter
than 600 nm for the case of Chl � 2 mgm−3 when extrapo-
lation starts at 5 m using K Lu�z1 − z2; λ� with z1 � 5 m and

z2 � 9 m [Fig. 7(i)]. This overestimation ranges between
2.6% at 370 nm and 5.7% at 585 nm. These errors are asso-
ciated with the increase of K Lu with depth in the blue and green
spectral regions as discussed above in relation to Figs. 5(d)–5(f ).
For lower Chl this overestimation is, however, small or negli-
gible (within 0.2% for Chl � 0.02 mgm−3 and 1% for
Chl � 0.2 mgm−3).

While our results demonstrate that the desired accuracy
goal of 5% in the derived value of water-leaving radiance is
not achievable at wavelengths longer than ∼650 nm with the
underwater radiometric measurement systems that measure Lu
at depths greater than about 1 m, the large errors in satellite-
derived ocean color data within the long-wavelength portion of
the spectrum can also have detrimental effects on the accuracy
of satellite-derived Lw�λ� at shorter wavelengths through the
atmospheric correction [14]. This is because accurate measure-
ments in NIR bands are essential to atmospheric correction of
satellite measurements of ocean color across the entire spectrum
[46]. The current NASA standard atmospheric correction for
ocean color sensors assumes a perfect calibration of the sensor
at 865 nm, and also makes the initial assumption that the
ocean is black in the NIR, i.e., Lw or Lu�z � 0−� is zero at
NIR wavelengths.

The “black pixel” assumption in the NIR may lead to
invalid negative water-leaving reflectance in the blue bands
(e.g., [26,47]). These studies reported that the accuracy of re-
trieved water-leaving reflectance from satellite measurements
was much improved by adopting a nonzero Lw in the NIR de-
rived from bio-optical modeling using an iterative process, es-
pecially in water bodies with Chl ≥ 0.5 mgm−3. In addition,
Turpie et al. [48] suggested that a 0.3% calibration error
around 748 and 869 nm in the satellite sensors could lead
to significant errors in the blue and green bands and thus more
than a 20% change in the satellite-derived Chl. In spite of the
fact that the magnitude of Lu�z � 0−� in the NIR is small, the
black pixel assumption can cause significant issues, and assess-
ment of these effects require accurate in situ determinations of
Lu�z � 0−� in the NIR. However, if underwater radiometric
systems do not provide measurements of Lu at very shallow
depths within the top 1 m layer, the use of such systems does
not yield accurate determinations of Lu�z � 0−� in the NIR.
As indicated in Fig. 7, Ltrueu �z � 0−� can be more than 1 order
of magnitude larger than Lextru �z � 0−� at NIR wavelengths,
which implies that the use of underwater radiometric systems
with optimal depth configuration is essential to accurately
extrapolate the water-leaving radiance in the NIR from in situ
measurements. Such accurate determinations are needed for the
in situ validation of black pixel assumption in various waters
and development of ocean color algorithms that involve
NIR bands.

D. Measurement Requirements for Achieving
Desired Extrapolation Accuracy
The results of extrapolation error analysis based on radiative
transfer simulations that included the inelastic radiative proc-
esses for the three Chl scenarios (as shown in Fig. 1) and the
solar zenith angle of 0° are summarized in Fig. 8. The primary
purpose of this figure is to illustrate the various combinations
of depth pairs z1 and z2 (where z2 > z1) such that the
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measurements taken at these two depths ensure the desired ac-
curacy of extrapolated surface radiance with an error less than
5%. Specifically, Fig. 8 illustrates the absolute values of the per-
cent error calculated from Eq. (9) for all combinations of depth
pairs z1 and z2 in the range from 0.01 to 10 m, which were
included in the output results from simulations. These results
are presented for five example wavelengths between 450 and
850 nm. The area in the green color (both dark and light green)
indicates the domain of depth pairs z1 and z2 that satisfy the
accuracy goal of 5%. The area in the light green color corre-
sponds to the error less than 2%. The areas in the yellow and
red colors indicate the domain with the error exceeding 5%.

As illustrated in the figure, in the blue and green spectral
regions (450 and 550 nm) nearly all combinations of z1 and
z2 within the top 10 m layer satisfy the accuracy goal of 5%.
For low Chl cases (0.02 and 0.2 mgm−3) the even higher ac-
curacy of errors less than 2% is achieved. Only for the high Chl
case, and when both z1 and z2 are near 10 m, is the error some-
what higher than 5% (see a small area in yellow color in the
upper right corner of relevant graphs for Chl � 2 mgm−3).

In contrast, with increasing wavelength into the red and
NIR portions of the spectrum the domain of depth pairs z1
and z2 satisfying the accuracy goal of 5% becomes more and
more restricted to smaller depths. This is indicated by the

yellow–red area in Fig. 8, which expands from the upper right
corner of the graphs toward smaller values of z1 and z2. This is
naturally accompanied by the corresponding decrease in the
size of the green area within the range of relatively small values
of z1 and z2. For example, it is clear that for λ � 750 nm and
850 nm the accuracy goal is not met for the depth pair of
z1 � 1 m and z2 � 5 m regardless of the simulation scenario.
In these spectral regions, z1 must be less than 1 m and z2 less
than 5 m or even less than 1 m in certain combinations with z1.
We also note that the rightmost corner of the green areas in
Fig. 8 defines the maximum depth z1�≡z1max� and the corre-
sponding slightly deeper depth z2, which ensure that the
accuracy goal of 5% is met. For example, for the simulation
scenario of Chl � 0.2 mgm−3 this specific pair of depths for
λ � 650 nm is: z1 max � 2.8 m and z2 � 2.9 m. For 750 nm,
z1 max � 0.3 m and z2 � 0.35 m, and for 850 nm,
z1 max � 0.15m and z2 � 0.2 m. This example indicates that
to ensure that the extrapolation error is within 5% at all light
wavelengths up to 850 nm, the shallowest radiance sensor
would have to be placed no deeper than 15 cm below the water
surface. For the longest wavelength examined in this study,
λ � 900 nm (not shown in Fig. 8), z1 max � 0.1 m and
z2 � 0.15 m, which points to a need for the shallowest depth
of measurement of 10 cm only.
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Fig. 8. Illustration of the extrapolation error at light wavelengths of 450, 550, 650, 750, and 850 nm resulting from all possible combinations of
depth pairs z1 and z2�z1 < z2� within the upper 10 m layer of the ocean. Results depict simulations at solar zenith angle of 0° with all three inelastic
processes included. Three surface Chl scenarios of 0.02 (top), 0.2 (middle), and 2 mgm−3 (bottom) are shown. The color scale indicates the absolute
values of errors in Lu�z � 0−; λ� as computed by Eq. (9).
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The green area restricted to the range of small near-surface
depths for the long-wavelength bands of the spectrum in Fig. 8
points to the inadequacy of measurement systems and deploy-
ment strategies that obtain Lu data at depths greater than 1 m
for achieving the accuracy goal of the extrapolation method in
the red and NIR spectral regions. We also emphasize that the
challenge for achieving the accuracy goal of 5% in the in situ
determinations of surface upwelling radiance from underwater
measurements is further reinforced by the fact that the extrapo-
lation error associated with depth variations in K Lu�λ� dis-
cussed in this paper is not the sole source of uncertainty, as
indicated briefly in Section 1. Therefore, to ensure that the total
error does not exceed 5% the safe strategy would be to keep the
extrapolation errors discussed in this paper below 5%. For ex-
ample, to keep the extrapolation error below 2% the acceptable
depth pairs z1 and z2 would have to be chosen from the light
green areas in Fig. 8. This reemphasizes the challenge for de-
signing the measurement systems capable of taking measure-
ments at very small near-surface depths within the top 1 m of
the water column.

To provide more detailed insight into the measurement re-
quirements that ensure small extrapolation errors in the most
demanding long-wavelength portion of the spectrum, one ex-
ample graph from Fig. 8 is replotted in Fig. 9 with additional
information depicting example depth pairs z1 and z2 which
ensure that the extrapolation error is less than 5% (dark green
area) or less than 2% (light green area). Specifically, Fig. 9
shows the results for λ � 750 nm obtained with simulations
for Chl � 0.2 mgm−3 [same data as in Fig. 8(i)]. As men-
tioned above, for this case the shallowest depth of measurement

must be located no deeper than 30 cm below the water surface
to keep the extrapolation error below 5%. This is indicated
by the data point in the rightmost corner of the green area
in Fig. 9 with z1 ≡ z1 max � 0.3 m and z2 � 0.35 m. Note,
however, that this particular depth configuration requires the
deeper depth of measurement that is just 5 cm below the shal-
lower depth of measurement. Figure 9 also shows five addi-
tional example configurations of depth pairs that fall within
the green area of the accuracy goal. Two of these example
configurations ensure the extrapolation errors less than 5%
and have larger separation between z1 and z2 than 5 cm.
These configurations are z1 � 0.2 m and z2 � 0.5 m and
z1 � 0.1 m and z2 � 0.7 m. The three remaining examples
ensure the extrapolation errors less than 2%. These configura-
tions are z1 � 0.1 m and z2 � 0.4 m, z1 � 0.15 m and
z2 � 0.35 m, and z1 � 0.1 m and z2 � 0.15 m. We note
that the configurations with a depth separation of tens of cen-
timeters appear to provide more practical and desirable depth
settings for field measurements with a two-depth (or multi-
depth) radiometric system compared with the separation by
5 cm only. Apart from potential practical issues in the design
of field instrumentation, somewhat larger (but not too large)
separation between the two depths than 5 cm can be beneficial
in terms of producing larger differences in the measured radi-
ance Lu at two depths, and hence more accurate determinations
of desired values of K Lu within the near-surface layer. On the
basis of analysis of data in Fig. 9 a reasonable first option choice
for the depth pair ensuring the extrapolation error less than 5%
at 750 nm is z1 � 0.2 m and z2 � 0.5 m. For the error less
than 2% this choice is z1 � 0.15 m and z2 � 0.35 m.

Such first option choices of z1 and z2, accompanied with the
transmittance of radiance between these two depths, are listed in
Table 2 for several wavelengths from the red and NIR spectral
region on the basis of similar analysis of simulation results
for the scenarios of Chl � 0.2 mgm−3 and Chl � 2 mgm−3.
The results for Chl � 0.2 mgm−3 are also applicable to
waters that are optically clearer than those described by the sce-
nario of Chl � 0.2 mgm−3. Note that more turbid waters
(Chl � 2 mgm−3) allow the use of slightly larger depths of
z1 and z2 compared with clearer waters. However, regardless
of water optical properties, the key conclusion emphasized by
the data presented in Table 2 is that measurements of upwelling
radiance within the top layer of tens of centimeters (∼50 cm) of
the water column are required to ensure that the extrapolation
error in the derived values of water-leaving radiance in the red
(>650 nm) and NIR spectral regions is smaller than 5%. At
present, this requirement is not met in most field experiments
when underwater radiometric measurements are done, except a
very limited number of experiments such as Wire-Stabilized
Profiling Environmental Radiometer (WiSPER) [18,23] and
Remotely Operated Vehicle (ROV) [49]. Therefore, there is
a need for developing improved radiometric systems and refined
deployment strategies that meet the depth requirements sug-
gested above, in order to ensure more accurate in situ determi-
nations of water-leaving radiance, especially in the red and NIR
spectral regions. We also note that although our analysis is
focused on just two depths representing the minimum
requirement for determining K Lu , which in turn is needed
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Fig. 9. Similar to Fig. 8, but for the specific scenario of surface
Chl � 0.2 mgm−3 and a light wavelength of 750 nm. The color scale
indicates the absolute values of errors in Lu�z � 0−; λ� caused by
extrapolation as computed by Eq. (9). The feasible solution domain
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for extrapolation of Lu within the near-surface layer, in practice
the deployment of radiometric systems capable of taking mea-
surements at more than two depths has obvious benefits.

E. Estimation of Surface Radiance from
a Single-Depth Measurement
The spectral upwelling radiance at the surface, Lu�z � 0−; λ�,
can be estimated with desired accuracy from a single-depth
near-surface measurement without a need for extrapolation or

knowledge of K Lu�z; λ� provided that this measurement is
made at sufficiently small depth [49]. Such single-depth mea-
surements very close to the surface can be made with surface
float systems, such as a commercial system called Hyperspectral
Tethered Spectral Radiometer Buoy (Hyper-TSRB, Satlantic
Inc.). These measurements are typically made at a depth of
∼20 cm or so. The most critical question for such single-depth
deployments of radiometers concerns the maximum depth zmax

Table 2. Recommended Depth Pairs z1 and z2�z2 > z1� That Ensure the Accuracy of Extrapolated Values of Lu�z � 0−;λ�
within 2% or 5% of the True Valuea

λ�nm�

Chl ≤ 0.2 mgm−3 Chl � 2 mgm−3

≤ 2% ≤ 5% ≤ 2% ≤ 5%

z1 (m) z2 (m) T z1 (m) z2 (m) T z1 (m) z2 (m) T z1 (m) z2 (m) T

650 1.0 3.0 0.56 1.5 4.5 0.44 2.5 5.5 0.34 3.0 7.5 0.21
700 0.4 1.2 0.72 0.8 1.5 0.77 0.5 1.1 0.81 0.8 1.8 0.73
750 0.15 0.35 0.66 0.2 0.5 0.55 0.2 0.55 0.35 0.3 0.8 0.32
800 0.15 0.5 0.53 0.3 0.65 0.54 0.35 0.75 0.44 0.5 1.0 0.37
850 0.1 0.2 0.68 0.1 0.3 0.47 0.1 0.35 0.34 0.2 0.45 0.35
900 0.05 0.1 0.74 0.1 0.15 0.75 0.1 0.2 0.52 0.15 0.25 0.52
aResults are given at six selected light wavelengths λ for two Chl cases as indicated. The transmittance of Lu over the depth range from z1 to z2,

T � Lu�z2; λ�∕Lu�z1; λ�, is also provided.

Fig. 10. Illustration of the absolute values of error in Lu�z � 0−; λ� at light wavelengths of 450, 550, 650, 750, and 850 nm when utilizing
Lu�z; λ� at a single depth z within the upper 10 m as the estimate of Lu�z � 0−; λ�. Results depict simulations at solar zenith angle of 0° with all three
inelastic processes included for three surface Chl scenarios of 0.02 (top), 0.2 (middle), and 2 mgm−3 (bottom). The color scale indicates the absolute
values of error in percentage computed from the expression in the y-axis label. The error values of 2% and 5% are indicated by the light and dark
green dotted lines, respectively.
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that permits an estimation of Lu�z � 0−; λ� in terms of the
measured value of Lu�z; λ� taken at a single depth z ≤ zmax with
an error that meets the accuracy goals of 2% or 5%. Note that
when posing this question we imply that no assumption is
made or needed about K Lu�λ� within the near-surface layer be-
tween the surface and zmax. Figure 10 addresses this question
on the basis of our radiative transfer simulations for the three
Chl scenarios and five selected light wavelengths ranging from
the blue to NIR spectral bands. Specifically, this figure illus-
trates the absolute percent error in Lu�z � 0−; λ� caused by the
assumption that the measured Lu�z; λ� taken at a single depth z
can be used as an estimate of Lu�z � 0−; λ�. Based on data
presented in Fig. 10, Table 3 lists the values of zmax that satisfy
the accuracy goals of 2% and 5%.

In ultraoligotrophic waters with very low Chl of
0.02 mgm−3, these accuracy goals in the blue spectral region
can be achieved with a single-depth measurement taken at
depths down to zmax of about 1 m and 2.6 m for the 2%
and 5% errors, respectively (Table 3). As Chl increases zmax

decreases so that the measurement within the top 45 cm is re-
quired to meet the accuracy goal of 5% in the blue spectral
band when Chl is 2 mgm−3. At longer light wavelengths, in
particular in the red and NIR spectral regions, zmax is reduced
to very small values of 15 cm or less regardless of Chl. For ex-
ample, to ensure the error of 5% or less at a wavelength of
650 nm in waters with Chl � 0.2 mgm−3, a single-depth mea-
surement has to be taken at a depth of 15 cm or less. For the
NIR wavelengths of 750 and 850 nm, such measurement
would have to be taken just below the surface at 2 cm and
1 cm, respectively. These extremely small values of zmax

indicate that the implementation of a single-depth measure-
ment for estimating the water-leaving radiance in the NIR with
sufficiently high accuracy is highly challenging and rather im-
practical under most environmental conditions. The use of
multiple-depth measurements within the top layer of tens of
centimeters along with the extrapolation to the surface as de-
scribed in Section 3.D appears to be more feasible and hence
preferable. We note that although accurate radiometric mea-
surements at such shallow near-surface depths have been rarely
attempted in the past, recently there have been specific efforts
to develop new radiometric systems for acquiring high-quality
optical data very close to the sea surface. These efforts include,
for example, the development of an improved commercial free-
falling profiler providing higher stability and depth resolution
of measurement in the near-surface water column compared to
previous profiling systems [50] and a multidepth spectroradi-
ometer system for near-surface measurements [51].

4. CONCLUSIONS

Measurements of underwater upwelling radiance with a purpose
of estimating the spectral water-leaving radiance often ignore the
importance of the effects of inelastic radiative processes, espe-
cially Raman scattering by water molecules, which can produce
large errors in the estimated water-leaving radiance in the red
and NIR spectral regions from extrapolation of measurements
throughout the near-surface layer of the water column. In this
study, we present results from radiative transfer simulations that
demonstrate that the inelastic processes produce strong depth
dependence of the diffuse attenuation coefficient of upwelling
radiance in the red and NIR spectral regions within the near-
surface layer. This depth dependence of the attenuation
coefficient, which can be observed even within an optically
homogeneous water column, poses a challenging problem for
the extrapolation method. Specifically, if the extrapolation of
underwater radiance measurements from a certain depth to
the surface assumes incorrect values of the attenuation coeffi-
cient within the near-surface extrapolation layer, significant
errors arise in the derived surface values of radiance.Many profil-
ing and multidepth underwater radiometric systems acquire
measurements at depths below 1 m and this limitation can lead
to large extrapolation errors in the red and NIR.

We evaluated the extrapolation errors associated with depth
dependence of the attenuation coefficient for several environ-
mental scenarios through simulations with a radiative transfer
model. Specifically, we demonstrated and quantified these errors
for an example scenario when the water-leaving radiance is esti-
mated from underwater measurements of Lu taken at or below
1 m using either a two-depth system or a profiling system. We
show that large extrapolation errors exceeding the accuracy goal
of 5% are produced in the red and NIR spectral regions in both
measurement scenarios. Generally, our finding is that when the
measurements taken between 1 and 5 m are used in the extrapo-
lation, the accuracy goal of 5% for the derived values of surface
upwelling radiance can be achieved only at wavelengths shorter
than about 650 nm. At longer wavelengths this accuracy goal is
generally not met even when the extrapolation is made using
measurements between 1 and 2 m and the derived surface radi-
ance can be underestimated by tens of percent and by as much as
nearly 100% in the NIR wavelengths approaching 900 nm.

Although a number of routinely used ocean color algorithms
are based on the blue and green bands, for example chlorophyll-a
and POC algorithms (e.g., [1,2,4]), ensuring high accuracy
of in situ determinations of water-leaving radiance in the red
and NIR wavelengths is equally important as in the blue and
green. The satellite-derived values of water-leaving radiance or

Table 3. Maximum Depth zmax That Permits an Estimation of Lu�z � 0−;λ� Within the Listed Error Criteria of 2% and 5%
from the Simulated Value of Lu�z;λ� Taken at a Single Depth z ≤ zmax

Chl � 0.02 mgm−3 Chl � 0.2 mgm−3 Chl � 2 mgm−3

λ�nm� ≤ 2% ≤ 5% ≤ 2% ≤ 5% ≤ 2% ≤ 5%

450 1.00 m 2.6 m 0.5 m 1.2 m 0.15 m 0.45 m
550 0.35 m 0.95 m 0.3 m 0.8 m 0.2 m 0.55 m
650 0.07 m 0.15 m 0.06 m 0.15 m 0.05 m 0.1 m
750 0.01 m 0.02 m <0.01 m 0.02 m <0.01 m 0.02 m
850 <0.01 m 0.01 m <0.01 m 0.01 m <0.01 m 0.01 m
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remote-sensing reflectance in the blue and green are prone to
atmospheric correction errors that depend on the accuracy of
measurements and validity of the black pixel assumption in
the NIR bands (e.g., [46]). The validation of this assumption
requires accurate in situ determinations of water-leaving radiance
in the NIR. The high accuracy of water-leaving radiance in
the red and NIR is also important because the bands from this
spectral region are used directly in some ocean color algorithms,
especially to derive data products in coastal and inland waters,
such as concentrations of algal pigments (e.g., [52–56]) and
suspended particles [57–61]. Some inversion algorithms to
obtain IOPs from remote-sensing reflectance [62–65] also utilize
the red and/or NIR bands.

The radiometric systems and deployment strategies along
with the extrapolation schemes that do not meet the depth re-
quirements suggested in this study do not ensure that the water-
leaving radiance is derived with an error less than 5% in the red
and NIR spectral regions (λ longer than about 650 nm). This is
because the measurements are not taken at sufficiently small
depths within the near-surface layer. The results presented in this
study point to the necessity of making measurements at very
shallow depths within the top layer of tens of centimeters. This
is a highly challenging requirement from the engineering stand-
point and also for the deployment of instrumentation and
acquiring meaningful data in the near-surface layer, especially
in view of the action of waves, currents, and turbulence at very
small depths in oceanic environments. However, this challenge
should not deter us from pursuing a goal toward developing
improved capabilities for in situ determinations of water-leaving
radiance in the red and NIR spectral regions.
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